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 One of the uses of medical data from diabetes patients is to produce models 

that can be used by medical personnel to predict and identify diabetes in 

patients. Various techniques are used to be able to provide a diabetes model 

as early as possible based on the symptoms experienced by diabetic patients, 

including using machine learning. The machine learning technique used to 

predict diabetes in this study is extreme gradient boosting (XGBoost). 

XGBoost is an advanced implementation of gradient boosting along with 

multiple regularization factors to accurately predict target variables by 

combining simpler and weaker model set estimations. Errors made by the 

previous model are tried to be corrected by the next model by adding some 

weight to the model. The diabetes prediction model using XGBoost is shown 

in the form of a tree, with the accuracy of the model produced in this study 

of 98.71%. 
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1. INTRODUCTION  

Diabetes is a degenerative disease. Diabetes caused by impaired function of the pancreas as a producer 

of the hormones insulin and glucagon which functions to regulate glucose levels in the blood. In the journal [1] 

it is stated that Diabetes is a disease that causes many other complications in the body such as cardiovascular 

and kidney, retinopathy, damage to the nervous system and others. Based on data from the American Diabetes 

Association, there are more than 387 million people with diabetes in the age range of 20 to 79 years, and there 

are still 46% who have not been identified [2]. Diabetes is divided into 3 types, including gestational diabetes, 

type-1 or juvenile diabetes and type-2 diabetes [3][4]. Several factors causing diabetes in research [5] include 

Age, Gender, Polyuria, Polydipsia, Sudden weight loss, Weakness, Polyphagia, Genital thrush, Visual blurring, 

Itching, Irritability, delayed healing, Partial paresis, Muscle rigidity, Alopecia, and Obesity. People with 

diabetes that is left untreated and undetected can damage vital organs including the eyes, kidneys, nerves, heart, 

and feet as well as cause death[6]. In the study [7] it is stated that several environmental factors that have a risk 

of diabetes include: an environment that can be passed on foot, the availability of resources for physical activity 

around the environment, the food environment starting from the production phase to being consumed by the 

community in the environment. , availability of green space, residential noise level, traffic, and proximity to 

roads, air pollution, as well as environmental conditions, safety, and other environmental characteristics.  Early 

prediction of diabetes can make it easier for doctors and patients to intervene as soon as possible so that the 

risk of complications can be reduced [8].  

The development of technology in the world of health is in line with the growth of medical data that 

can be utilized in such a way for the benefit of mankind. One of the uses of medical data from diabetic patients 

is to produce a model that can be used by medical staff to predict and identify diabetes in patients. One of the 

branches of Machine Learning is Supervised Learning. One of its functions is to produce models from historical 

data to classify or predict. This study implements one of the supervised learning algorithms, namely extreme 

gradient boosting (XGBoost) to make predictions on diabetic patient data. 

Many studies have been conducted to predict diabetes using various machine learning algorithms, 

including by [1], [3], [8]–[12]. Research by [3] predicts diabetes using several machine learning algorithms 

https://doi.org/10.15575/join.v7i2.970
https://issn.brin.go.id/terbit/detail/1466480524
https://issn.brin.go.id/terbit/detail/1464049910


 

JOIN | Volume 7 No. 2 | December 2022: 244-250  

 

 245 
 

such as Naïve Bayes, Random Forest, Support Vector Machine, and Multilayer Perceptron. This study shows 

that the Random Forest algorithm has the best accuracy value compared to others. Research by [10] conducted 

a classification for Gestational Diabetes using a modification of the Fuzzy C-Means Algorithm, K-Means 

Algorithm and Naïve Bayes MFCM Algortima. In this study, it was found that the Naïve Bayes MFCM 

Algorithm has the highest accuracy value compared to other algorithms. Research by [9] predicts diabetes 

using several supervised learning algorithms, including Logistic Regression, Neural Network, Random Forest, 

kNN, Tree, SVM, Naïve Bayes, and AdaBoost. Research by [8] predicts early risk for diabetes using the GA-

Stacking Algorithm. This study shows a comparison of the performance of several supervised learning 

algorithms with GA-Stacking. The implementation of GA-Stacking to predict the early risk of diabetes showed 

better performance on accuracy, precision, sensitivity, specificity and F1-score. Research [11] uses the K-

Nearest Neighbor Algorithm to detect diabetes mellitus. Research by [1] detects diabetes using the CNN 

(Convolutional Neural Network) Algorithm. This study creates a model that can be used to predict diabetes 

using the XGBoost Algorithm. 

 

2. METHOD  

  The stages of the research will be carried out according to the chart at figure 1: 

 

Data 
Acquisition

Transformation
Modelling 

Data
Evaluation

 
Figure 1. Research Stages 

Details of the stages of the research to be carried out are as follows: 

1) Data Acquisition 

2) The diabetes data used will be crawled from the web which provides specific health data for 

diabetes. The dataset used in this study was taken from the Early-stage diabetes risk prediction 

published by UCI Machine Learning, totaling 520 records and 16 attributes and 1 class label 

3) Transformation 

Transformation is purpose to change the categorical value of some attributes into numerical 

value 

4) Data modeling 

Data modeling is done using a supervised learning algorithm, namely XGBoost. 

5) XGBoost was first developed by Tianqi Chen in 2016. The XGBoost algorithm is a 

development of the GBDT (Gradient Boosting Decision Tree) algorithm which was previously 

discovered by Friedman. XGBoost is Supervised Learning that can be used to make predictions 

and classifications. XGBoost can also be applied to various disciplines such as education, 

health, government and others [13].  The computational stages performed on the XGBoost 

Algorithm are shown in Figure 2 [14]. 

 

 
Figure 2. Diagram Skema XGBoost [14] 

The predicted value at step t is likened to ŷi 
(t) with: 

                                                        ŷi 
(t) = ∑  𝑓𝑘(𝑥𝑖) 

𝑡

𝑘=1
                                                                           (1) 

 fk(xi) describe the tree model. For yi obtained from the following calculation: 

                                                                              ŷi 
(0) = 0                                                                          (2) 

                                                                ŷi 
(1) = f1(x1) = ŷi 

(0) + f1(x1)                                                           (3) 

                                                         ŷi 
(2) = f1(x1) + f2(x2) = ŷi 

(1) + f2(x2)                                                     (4). 

                                                                     ŷi 
(t) = ŷi

(t-1) + ft(xi)                                                                  (5) 

                                                                     ŷi 
(t) = ∑  𝑓𝑘(𝑥𝑖) 

𝑡

𝑘=1
                                                               (6) 
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Description:  

− ŷi 
(t) = Final tree model 

− ŷi
(t-1) = Pre-generated tree model 

−  ft(xi) = New model built 

− t = Total number of models from base tree models 
XGBoost in the process requires several parameters as a reference, including [15]: 

a. colsample_bytree is a parameter to select the number of sample columns to be used, the default 

is 1 which means the entire column. Parameters range from 0 to 1. 

b. beta is a learning rate parameter that serves to prevent the model from being overfitted. 

Parameters range from 0 to 1. 

c. gamma is a parameter to determine the pruning of nodes in the created tree. The larger the 

gamma, the more conservative the model built. Parameters range from 0 to infinity. 

d. max_depth is a parameter to determine the depth of the tree to be built, default 6. Parameter 

range from 0 to infinity. 

e. min_child_weight is a parameter to determine the minimum weight limit that is owned by a 

node. Parameters range from 0 to infinity. 

f. subsample is a parameter to select many sample rows of data to be used, the default is 1 which 

means all rows of data. Range from 0 to 1. 

g. objective is a parameter that serves to determine the purpose of the model built such as 

regression or classification. 

h. eval_metric is a parameter to select the evaluation size used, there are many evaluation 

measures such as RMSLE, RMSE, MAE, MAPE, AUC and others. 

 
Figure 3. XGBoost Result 

6) Evaluation/Testing. 
The accuracy of the model will be done using a confusion matrix. 

 

 

3. RESULTS AND DISCUSSION  

 

1) Data Acquisition 

The dataset used in this study was taken from the Early-stage diabetes risk prediction published by UCI 

Machine Learning, totaling 520 records and 16 attributes and 1 class label, as follows: 
a) Age: Age in years ranging from 

(20 years to 90 years) 

b) Gender: Male / Female 

c) Polyuria: Yes / No 

d) Polydipsia: Yes/ No 

e) Sudden weight loss: Yes/ No 

f) Weakness: Yes/ No 

g) Polyphagia: Yes/ No 
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h) Genital Thrush: Yes/ No 

i) Visual blurring: Yes/ No 

j) Itching: Yes/ No 

k) Irritability: Yes/No 

l) Delayed healing: Yes/ No 

m) Partial Paresis: Yes/ No 

n) Muscle stiffness: yes/ No 

o) Alopecia: Yes/ No 

p) Obesity: Yes/ No 

Class: Positive / Negative 

 

Figure 4. The dataset shows as table 
2) Transformation 

In this research, transformation is done to change the categorical value of some attributes into numerical value. 

Figure 4 is the result of the transformation that has been carried out. 

 Figure 5. Dataset after transformation 

The following are the details of the dataset after the transformation. 

 

  The following is the diabetes dataset used. 

  #   Column              Non-Null Count  Dtype 

 ---  ------              --------------  ----- 

 0   Age                 520 non-null    int64 

 1   Gender              520 non-null    object 

 2   Polyuria            520 non-null    object 

 3   Polydipsia          520 non-null    object 

 4   sudden weight loss  520 non-null    object 
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 5   weakness            520 non-null    object 

 6   Polyphagia          520 non-null    object 

 7   Genital thrush      520 non-null    object 

 8   visual blurring     520 non-null    object 

 9   Itching             520 non-null    object 

 10  Irritability        520 non-null    object 

 11  delayed healing     520 non-null    object 

 12  partial paresis     520 non-null    object 

 13  muscle stiffness    520 non-null    object 

 14  Alopecia            520 non-null    object 

 15  Obesity             520 non-null    object 

 16  class               520 non-null    object 

 

After the transformation, the correlation between attributes in the dataset is displayed using the heatmap () 

function. It can be seen at figure 6. 

 

Figure 6.Correlation coefficient matrix 

From the correlation coefficient matrix, we can see that polydipsia, polyuria and sudden weight loss 

are the most relative features to diabetes than others. 

3) Modeling & Evaluation  

Data modeling in this research using XGBoost displayed in the form of a tree as shown figure 7.  
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Figure 7. XGBoost Result 

The evaluation model in this study using the confusion matrix is obtained as follows: 

 

   
     False Positive 

  True Positif   [ 54,   0], 

  False Negative [  2, 100] 

     True Negative 

 
True Positive (TP) = 54 patients are predicted is positive diabetes, and they have positive diabetes 

True Negative (TN) = 100 patients are predicted is negative diabetes, and they have negative diabetes 

False Positive (FP) = no patients are predicted is positive diabetes, and they are 

False Negative (FN) = 2 patients are negatively predicted for diabetes, but the fact is it turns out that 

the patient is positive for diabetes (predictions are incorrect)  

 

Accuracy = 
54+100

54+0+2+100
= 98.71% 

 

Precision = 
54

54+0
= 100% 

 

Recall = 
54

54+2
= 96.43% 

 

The model accuracy in doing the classification correctly is 98.71%.  

 
4. CONCLUSION  

From the research that has been done, it shows that Transformation data helps XGBoost modeling 

process more effectively. XGBoost algorithm can be implemented in diabetes dataset modeling to produce 

diabetes risk prediction with an accuracy of 98.71%. XGBoost has performed quite well for structured data. 
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