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 Annotation and analysis of online customer reviews were identified as 
significant problems in various domains, including business 
intelligence, marketing, and e-governance. In the last decade, various 
approaches based on topic modeling have been developed to solve this 
problem. The known solutions, however, often only work well on 
content with static topics. As a result, it is challenging to analyze 
customer reviews that include dynamic and constantly expanding 
collections of short and noisy texts. A method was proposed to handle 
such dynamic content. The proposed system applied a dynamic topic 
model using BERTopic to monitor topics and word evolution over time. 
It would help decide when the topic model needs to be retrained to 
capture emerging topics. Several experiments were conducted to test 
the practicality and effectiveness of the proposed framework. It 
demonstrated how a dynamic topic model could handle the emergence 
of new and over-time-correlated topics in customer review data. As a 
result, improved performance was achieved compared to the baseline 
static topic model, with 25% of new segmented texts discovered using 
the dynamic topic model. Experimental results have, therefore, 
convincingly demonstrated that the proposed framework can be used in 
practice to develop automatic review annotation tools. 
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1. INTRODUCTION 

The fast expansion of the Internet has increased the number of people who write evaluations 
on e-commerce platforms, resulting in an abundance of online reviews overall. From the user's 
standpoint, reading online product reviews from previous customers will assist them in better 
understanding the product's quality and functionalities [1]. Meanwhile, online reviews offer critical 
information for company shareholders that can help research and develop innovative products, 
improving customer services and quality control [2]. However, while websites with many informative 
reviews tend to attract more purchases [3], the sheer quantity of reviews of varying quality can be 
overwhelming for both consumers and businesses [4]. The vast number of consumer feedback available 
on e-commerce platforms presents a substantial challenge to organizations when collecting and 
analyzing relevant information about customer demands and expectations. If a product is top-rated, 
consumers are more likely to give a significant number of comments, which may include a variety of 
topics that could be derived, for example, from requirement elicitation [5]. This circumstance, often 
known as information overload [6], should be addressed so that consumer feedback can be utilized for 
product or service improvement [7]. A document annotation system is often proposed to solve 
information overload problems by selecting and categorizing reviews that have been recorded [8]–[11]. 

Topic modeling techniques, such as Latent Dirichlet Allocation (LDA), are unsupervised 
machine learning techniques that extract latent themes from text documents like online reviews. LDA 
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methods have been used increasingly as an indispensable business intelligence tool to analyze various 
online documents [12], [13]. The successful application of topic modeling in solving these and many 
other semantic classification problems made it a popular approach to assist or even fully automate the 
data annotation process [14]. However, it is also important to note that dealing with dynamic, constantly 
flowing volumes of customer review data would require a method capable of handling dynamic content. 
Developing annotation tools for customer reviews would require the replacement of the basic topic 
modeling in the system with dynamic topic modeling, e.g., as proposed in [15]–[17]. Dynamic topic 
modeling, also known as DTM, is used to represent the evolution over time of prevalent themes in 
various kinds of text, including literature, online content, and customer reviews [16].  

In addition to the topic modeling approach, text segmentation (TS) approaches have been 
widely used to identify boundaries of semantic units, such as sentences, paragraphs, and news, to mine 
opinions and emotions, evaluate sentiment, determine language, and various other applications [18]. 
Using text segmentation techniques, a document can be broken into smaller coherent units, usually 
called text segments. Text segmentation is essential in dealing with information overload problems that 
could happen when users are presented with a lengthy document. 

Several studies have been conducted to implement Dynamic Topic Modeling (DTM) on 
customer reviews. Sousa and Becker [15] utilized DTM to summarize the topics expressed by Twitter 
users in Brazil regarding COVID-19 vaccination. Another study also conducted an  analysis of evolving 
COVID-19 vaccine-related opinions [19]. Meanwhile, Tomasi et al. [17] identified the evolution of topics 
in the machine learning literature using DTM. A similar approach was proposed to discover the evolution 
of artificial intelligence in cancer studies [20]. Implementation of DTM was also done on the social media 
platforms [21]. 

This study proposes a system to handle dynamic content often found in online customer 
reviews. The proposed system applied a dynamic topic model to monitor topics and word evolution over 
time. It would help decide when the topic model needs to be retrained to capture emerging topics. As a 
result, improved performance was achieved compared to the baseline static topic model. In the previous 
study, an automatic annotation method was proposed using a text segmentation approach, but it still 
has limitations when dealing with topic evolution [22]. The main contribution of this study is a method 
that combines the application of dynamic topic modeling and text segmentation in order to discover 
topic evolution on customer reviews. 

The rest of this paper is structured as follows. Section 2 introduces the suggested methods for 
automatic review annotation based on dynamic topic modeling. Several experiments implementing 
dynamic topic model to handle the emergence of new and over-time-correlated topics in customer 
reviews are described in Section 3. The results obtained from the experiments are then discussed. 
Finally, Section 4 formulates the conclusions and outlines the study's limitations. 
 
2. METHOD 

The proposed method starts with the data collector module, which prepares the required data 
format, followed by the topic model development module. 
 

2.1. Data Collection and Pre-processing 

The data collector crawls massive amount of customer review data from popular e-commerce 
platforms, for instance, from the Amazon dataset [23] that contains 5,789,920 reviews written in English 
between 1996 and 2014. It was necessary to gather relevant product IDs from inside the reviews' 
information in order to be able to extract reviews that were tied to specific product categories.  

Text pre-processing aims to clean up the dataset by removing unnecessary information and 
minimizing noise. Essential text pre-processing tasks that are incorporated into the system are listed 
below: 
1. Text cleaning is a task to delete irrelevant elements (such as numbers, stop words, symbols, and 

pronouns), duplicate data, and too short documents. 
2. Tokenization is a task to slice documents into tokens (i.e., words). 
3. Part of Speech (POS) filtering is a task to tag every word with each corresponding POS and then 

remove unneeded categories (e.g., interjections). 
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4. Lemmatization aims at reducing inflectional and derivational forms of a word to its standard 
dictionary form called lemma, based on morphological analysis and a dictionary (for example, all 
word “visitor,” “visiting,” and “visits” becomes “visit”). 

5. The N-gram model is used to search for multiword concepts (e.g., “swimming pool” and “ice cream”).  
6. The bag-of-words (BoW) model stores the pre-processed tokens in vectors that describe the 

occurrences of tokens within documents. The BoW model is required for training purposes of an 
LDA model. 

 

2.2. Topic Model Development 

The topic model development module focuses on converting the pre-processed text documents 
into a topic model. The topic modeling process is carried out to generate document clusters, which are 
subsequently used as a reference model in the text segmentation phase. 

A. LDA Topic Modeling 

LDA topic modeling works to cluster the pre-processed documents unsupervised, assuming that 
documents with similar content should be grouped regardless of their structure. The LDA algorithm is 
applied to the BoW model in an unsupervised fashion. The LDA application assumes that reviews with 
the same theme have content that is also similar, independent of the word structure. For every document 
(𝑑), a distribution of 𝑘 latent topics is computed that serves as the multinomial distribution over each 
word within the corpus.  

One challenge in unsupervised clusterings, such as LDA, is deciding the optimal number of 
clusters. There are several techniques to evaluate a topic model. The 𝐶𝑣 coherence score is one of the 
measurements to find the best number of topics in LDA [24]. The 𝐶𝑣 coherence measurement can 
outperform all other configurations of coherence measures. Considering 𝑊 = {𝑤1, ..., 𝑤𝑁} as the top-𝑁 
words of a topic, a segmentation 𝑆 is a subset of pairs from W, denoted as 𝑆 =  (𝑊 ′, 𝑊∗), 𝑊 ′, 𝑊∗ ⊆ 𝑊. 
𝑊∗ as the second part of the pair is used to confirm the first part 𝑊 ′. Common words that have high 
frequency are more likely to appear on documents. Remarkably, the domain words co-occurring 
strongly in the real world are scarce. Normalized Pointwise Mutual Information (NPMI) adjusts the 
frequencies to make them more easily interpretable and less sensitive to high-frequency, co-occurring 
words. Each word 𝑤𝑖 is represented by an N-dimensional vector 𝑣⃗(𝑤𝑖) = {𝑁𝑃𝑀𝐼} 𝑗=1,…,𝑁 where 𝑗-th 

entry is the NPMI between word 𝑤𝑖 and 𝑤𝑖. It is calculated as follows: 

𝑁𝑃𝑀𝐼 =
𝑙𝑜𝑔2 𝑃(𝑤𝑖 , 𝑤𝑗  ) − 𝑙𝑜𝑔2 (𝑃(𝑤𝑖), 𝑃(𝑤𝑗))

−𝑙𝑜𝑔2 (𝑃(𝑤𝑖, 𝑤𝑗  )  +  𝜖)
    (1) 

where 𝑃 is the probability of words and 𝜖 is a small constant added to prevent a logarithm of zero. After 
that, 𝜙𝑆𝑖  the confirmation measure of a pair 𝑆𝑖  is then generated by computing the cosine vector 
similarity of all context vectors (with 𝑢⃗⃗ =  𝑣⃗(𝑊 ′) and 𝑤⃗⃗⃗ =  𝑣⃗(𝑊∗)) by using their dot product and 
magnitude: 

𝜙𝑆𝑖(𝑢⃗⃗, 𝑤⃗⃗⃗) =
𝑢⃗⃗. 𝑤⃗⃗⃗

||𝑢⃗⃗||||𝑤⃗⃗⃗||
                                                   (2) 

The final 𝐶𝑣 score is an aggregate of the 𝜙𝑆𝑖 for each word group pair into a single score based on the 
arithmetic mean of the given topic: 

𝐶𝑣 =
1

𝑁
 ∑ 𝜙𝑆𝑖(𝑢⃗⃗, 𝑤⃗⃗⃗)

𝑁

𝑖=1
                                               (3) 

Utilizing this score allows for comparing topic models derived from a broad range of topic numbers. 𝐶𝑣 
calculations perform counterintuitively when the corpus contains many but irrelevant words. Since it 
occurs commonly in many corpora, where a standard vocabulary is often repeated in the textual data 
but is generally uninformative, pre-processing is necessary to alleviate this issue. 

B. Dynamic Topic Modeling 

Traditional topic modeling approaches are naturally static and thus do not allow for the 
modeling of documents ordered sequentially. It is understood that dealing with dynamic, constantly 
flowing volumes of customer review data would require transitioning to dynamic topic modeling.  
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BERTopic, proposed by Grootendorst [25], has progressively gained popularity as a tool for dynamic 
topic modeling [15], [26], [27]. Figure 1 shows the main components of the BERTopic algorithm. 

 

 

Figure 1. BERTopic main components 

Four critical components used in BERTopic [25] are as follows: 

1. A transformer embedding model. BERTopic supports several libraries for encoding the text into 
dense vector embeddings. The Sentence Transformers library provides the most extensive high-
performing sentence embedding models. 

2. The Uniform Manifold Approximation and Projection (UMAP) [28] is utilized for the 
dimensionality reduction of the embedding model. Following the construction of the 
embedding, BERTopic will compress them into a space with fewer dimensions. The high-
dimensional vectors are transformed into two/three-dimensional vectors because high-
dimensional vectors to represent text are unlikely to be needed. By applying UMAP, the 
following clustering step can be done more efficiently. 

3. Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN) is a 
hierarchical and density-based clustering method. The method benefits from the easier tuning 
and visualization of hierarchical data, the handling of irregular cluster shapes, and the 
identification of outliers [29]. 

4. Cluster tagging using c-TF-IDF is the final step in BERTopic to extract topic representation for 
each cluster. c-TF-IDF is a modified variant of the term frequency-inverse document frequency 
(TF-IDF) that BERTopic employs for this purpose. 

To interpret topics, BERTopic proposes to associate the terms with the measure c-TF-IDF, which 
calculates the TF-IDF of the terms by class. The following formula is used to determine the c-TF-IDF 
scores for each class i: 

𝑐 − 𝑇𝐹 − 𝐼𝐷𝐹 =  
𝑡𝑖

𝑤𝑖
 𝑥 log

𝑚

∑ 𝑡𝑗
𝑛
𝑗=1

                              (4) 

where 𝑡𝑖  is the word 𝑡 frequency in class 𝑖, 𝑤𝑖 is the number of words in class 𝑖, 𝑚 is the number of 
documents, and ∑ 𝑡𝑗

𝑛
𝑗=1  refers to the total frequency of word 𝑡 across all classes 𝑛. Words with very high 

c-TF-IDF scores can be selected for each topic to evaluate the most important terms of each topic and 
their relation to the others (for example, in a specific period). By adding a temporal dimension to the 
global representation of the main topics extracted, BERTopic allows us to create a distribution and 
visualize how topics are represented at different points in time. With the temporal dimension, the 
representation of the topic at the moment may differ from the global representation. Users can define 
when the referenced topic model should be updated by monitoring this temporal dimension of 
BERTopic. 

C. Text Segmentation 

In this study, a text segmentation method called TopicDiff-LDA is employed to segment text 
automatically. The method works as illustrated in the flowchart below (see Figure 2). 
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Figure 2. Flowchart of text segmentation method 

The number of topics covered by the trained LDA model corresponds to the size of the vector, denoted 
by 𝑘, that is the optimal number of topics determined by the 𝐶𝑣 score. To optimize the model, the 
objective function is to minimize 𝑃𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦, which is a measure of assessing how good a segment model 
is [30]. Better models have lower perplexity, indicating a lower uncertainty about the text. Higher word 
likelihood is expected when words often occur in a segment, resulting in a lower perplexity.  
𝑝𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦𝑁𝑆

 is the perplexity score for 𝑁𝑆 segments in the document collection, corresponding to a 

given distance threshold 𝑡. It is computed as follows:   

𝑝𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦𝑁𝑆
= 𝑒𝑥𝑝 {−

∑ log 𝑝(𝑤𝑖)
𝑁𝑆
𝑖=1

∑ 𝑁𝑤𝑖

𝑁𝑆
𝑖=1

}                        (5)

where 𝑁𝑤𝑖
 represents the number of words in segment 𝑖, and log 𝑝(𝑤𝑖) is the log-likelihood of words in 

the segment. 

 

3. RESULTS AND DISCUSSION 

An experiment was designed on customer reviews to help users analyze the topicality change 
over time. This experiment conducts a temporal study to understand the behavior of Amazon customers 
when purchasing digital cameras. 
 

3.1. Data 

Customer reviews used in this research come from the “digital camera” part of Amazon review 
data [23]. An example of a review on the Amazon website is shown in Figure 3. From the dataset, 236,975 
reviews were retrieved using the extracted IDs, and the number of unique products was 7,673. Reviews 
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with less than 20 tokens were presumed too short and not meaningful; therefore, these were excluded 
from further processing steps. 

 

Figure 3. An example of a digital camera review from Amazon 

3.2. Static Topic Modeling 

To understand whether topics underlying each stance change over time, two static topic models 
were trained on two different periods of the collected data. This way, it is assumed that their 
representation of topics would be different. One possible way to divide the dataset is based on the review 
sequential order. Thus, the dataset was split into set A, the first 35,000 reviews (from July 1999 to 
December 2007), and set B, the last 35,000 reviews (from December 2015 to September 2018). Table 1 
outlines the dataset structure. Deciding on the number of clusters for topic modeling was addressed by 
computing the 𝐶𝑣 coherence scores to detect the optimal number of topics (k). The optimal number of 
topics was defined at k = 40 for set A and k = 50 for set B, as seen in Figure 4. The model generation for 
each of the two sets was done independently. Therefore, the obtained models do not affect each other’s 
output. 

 
Table 1. Dataset after splitting to set A for the first 35,000 reviews and set B for the last 35,000 reviews 

Product Set A Set B 
Number of unique tokens 75,842 39,715 
Average words per review 170.87 91.48 
Average sentences per review 8.37 5.31 
Total number of segments 63,444 45,513 

 

 

Figure 4. Change of 𝐶𝑣  over the number of topics 

Table 2 shows the most representative terms of the main topics extracted for both datasets. 
Topics were sorted by their number of reviews, and the top 11 were selected for comparison. The 
expressions “image,” “quality,” “feature,” and “resolution” that exist in the Topic 1 on both sets represent 
the general topic of digital camera purchase. The rest of the topics have other similarities but also 
differences. In topic 2 of set A, the terms “problem” and “repair” show negative sentiment toward the 
topic. 

In contrast, in set B, the terms “return” and “issue” in topic 5 indicate similar concerns about 
digital cameras. Topic 9 (waterproof camera) is a new topic that emerged in set B and did not exist in 
set A. The following experiments attempt to utilize dynamic topic modeling that is intended to capture 
any new over-time-correlated topics (e.g., waterproof camera). 
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Table 2. Generated top words on each topic  

Set A 
Topic #reviews Top words 
1 2,489 digital, image, quality, feature, excellent, resolution 
2 1,644 problem, repair, buy, send, fix, warranty 
3 1,407 battery, life, charge, rechargeable, last, power 
4 1,333 small, size, pocket, carry, fit, little, case 
5 1,323 flash, light, low, shot, indoor, focus, dark 
6 1,181 review, read, manual, buy, think, know 
7 1,069 price, buy, quality, money, well, spend, worth 
8 735 screen, lcd, see, viewfinder, large, view 
9 556 mode, setting, button, manual, menu, change 

10 541 video, movie, sound, record, zoom, clip 
11 512 software, computer, work, download, window, driver 

Set B 
Topic #reviews Top words 

1 2,660 love, quality, amazing, price, awesome, feature 
2 2,411 photography, learn, love, want, start, easy, beginner 
3 1,623 package, come, product, arrive, happy, receive 
4 1,541 tripod, bundle, bag, accessory, extra, include 
5 1,526 work, time, try, return, problem, issue 
6 1,409 small, carry, pocket, size, easy, fit, travel, light 
7 915 shot, light, focus, low_light, flash, setting 
8 810 battery, charge, life, charger, last, extra  
9 631 water, underwater, waterproof, beach, vacation 

10 536 wifi, phone, transfer, app, connect, computer 
11 534 mode, manual, setting, auto, shoot, control 

   

3.3. Dynamic Topic Modeling 

BERTopic was implemented as a dynamic modeling technique. In order to train the dynamic 
topic model, sentence embedding was implemented using all-mpnet-base-v2. This sentence-
transformer model was pre-trained to map sentences and paragraphs to a dense vector space of 768 
dimensions. In the experiment, the most influential parameters were min_topic_size (the minimum topic 
size) and nr_topics (the specified number of topics). min_topic_size was initially set to 500, resulting in 
51 topics being generated. The hierarchical clustering of the dataset's 51 topics is presented in Figure 5. 
The more closely connected topics share more terms in common.   

Some of the tools provided by the framework were used to cut the number of topics down to 
nr_topics because it is challenging to interpret and analyze such a vast number of topics. Calculating the 
c-TF-IDF matrix of the documents and then iteratively merging the least frequent topic with the most 
comparable one based on their respective c-TF-IDF matrices were the two steps to reduce the total 
number of topics. Following several iterations, the final total number of topics (nr_topics) was 15. The 
topics, as well as their sizes and representations, were then updated. 
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Figure 5. BERTopic hierarchical clustering 

The BERTopic framework includes resources for viewing the topics found and the most 
important terms. It is also possible to arrange the volume of documents on each topic over time and 
extract significant terms at specific time intervals. Figure 6 shows the distribution of the topics described 
in Table 3 over time. In order to assess the evolution of topics over time, the topic with the highest 
volume of reviews in each position is described. Notably, starting in 2013, the normalized frequency of 
newer topics such as topics “waterproof” peaked. One would imply that 2013 is a recommended point 
to split the dataset and update the topic model. By monitoring the evolution of the topic “waterproof” in 
the chart, one can notice that the frequency has increased gradually since 2002, indicating a rising trend 
toward underwater digital cameras.  

 

Figure 6. BERTopic monitoring topics over time 

3.4. Discussion 

Unlike the previous experiments, which only employed static topic modeling using LDA, 
dynamic topic modeling using the BERTopic was employed to recognize topic change over time. The 
temporal analysis included shows the evolution of the arguments represented by the topics over time. 
Based on the temporal topic suggested by the dynamic topic modeling, it was then decided to 
incorporate the newly seen topic and update the topic modeling. The updated topic model was then used 
to implement text segmentation of the TopicDiff-LDA, and the resulting segments were assessed using 
the 𝐶𝑣 scores. Table 3 shows the 𝐶𝑣 scores differences for each class before and after TopicDiff-LDA was 
implemented, with the growth of segment sizes around 25% on average. It is important to note that the 
new model performed significantly better (𝒑 < 0.001) in all topic clusters. 
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Table 3. Changes in Cv coherence and segment growth after incorporating new topics in the text segmentation 
Topic Labels Previous 𝑪𝒗 New 𝑪𝒗 Segment Growth (%) 
1 general 0.377 0.461 11% 
2 photography 0.386 0.465 21% 
3 package 0.426 0.482 20% 
4 accessories 0.493 0.549 15% 
5 problems 0.509 0.567 14% 
6 sizes 0.362 0.403 35% 
7 light 0.446 0.477 32% 
8 battery 0.489 0.538 32% 
9 waterproof 0.479 0.535 41% 
10 connectivity 0.509 0.613 28% 
11 mode 0.514 0.655 28% 

By manually inspecting the resulting segmented texts, it was found that there are several short reviews 
containing multiple topics. For example, a review contains the user’s opinion about the camera’s 
waterproof ability and also the experience when a part of the camera was broken. As can be seen below, 
this kind of review was challenging to segment and classify since it contains relatively new topics, such 
as waterproof cameras. 

"I love this camera. I think I have had it for about two years. It is 

waterproof and shockproof. I have taken it razor riding (side by side) and 

it works well and nothing has happened to it. I will definitely buy this 

again! It is a great size. I am not sure what happened though. I took it 

out and the screen was broken. Recently I have been carrying it in my purse 

since we are redoing a house." 

This review was initially clustered as “problems”. After the new topic is incorporated following the 
implementation of dynamic topic model, the review can be split and the topic can be identified as 
“waterproof” and “problems”, respectively: 

"I love this camera. I think I have had it for about two years. It is 

waterproof and shockproof. I have taken it razor riding (side by side) and 

it works well and nothing has happened to it." (waterproof) 
 

"I will definitely buy this again! It is a great size. I am not sure what 

happened though. I took it out and the screen was broken. Recently I have 

been carrying it in my purse since we are redoing a house." (problems) 

This example illustrates that it was possible to identify the topic of "waterproof" after the model was 
retrained, using dynamic topic modeling. This topic, which appeared in the latter stage of the dataset, 
had the most significant segment size growth (41%) when the text segmentation was performed (see 
Table 3). This outcome, therefore, emphasizes the significant contribution of dynamic topic modeling in 
the proposed method. 

 
4. CONCLUSIONS 

Existing topic modeling methods are inherently static and hence cannot handle sequentially 
ordered documents that include new and over-time-correlated topics. Dynamic topic modeling allows 
for the incorporation of new, never-before-seen themes. To the best of our knowledge, there is limited 
application of dynamic topic modeling as a monitoring tool to capture topic evolution in classifier-based 
methods. The method proposed in this study, which integrates dynamic topic modeling and text 
segmentation, effectively worked to discover the topic evolution on customer reviews. The experiment 
demonstrated that 25% of new segmented texts with new topics were generated by dynamic topic 
modeling. 

A part of the proposed method employs topic modeling as a generative technique for 
discovering co-occurrence in text documents. The benefit of such a generative model is that there is no 
language reliance since no external knowledge is involved. Hence, the suggested approach is potentially 
language-agnostic. However, this capability has not been further examined in the study. In future works, 
it is recommended to evaluate the established framework with languages other than English. It is also 
recommended to fully integrate dynamic topic modeling to automatically detect new topics and classify 
relevant documents in business intelligence applications with diverse languages.   
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