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 Speech recognition technology is used in learning to read letters in the 
Qur'an. This study aims to implement the Convolutional Neural Network 
(CNN)  algorithm in recognizing the results of introducing the pronunciation 
of the hijaiyah letters. The pronunciation sound is extracted using the Mel-
frequency Cepstral Coefficients (MFCC) model and then classified using a 
deep learning model with the CNN algorithm. This system was developed 
using the CRISP-DM model. Based on the results of testing 616 voice data 
of 28 hijaiyah letters, the best value was obtained for accuracy of 62.45%, 
precision of 75%, recall of 50%, and f1-score of 58%. Keywords: 
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1. INTRODUCTION  

The implementation of artificial intelligence technology in education is increasingly widely used, one 
of which is in pronouncing Arabic or hijaiyah letters. Pronouncing the good hijaiyah letters in Islamic teachings 
is one of the requirements for reading the Qur'an [1-2]. Speech recognition is a technology that can detect 
acoustic signals or sound waves. Speech recognition aims to recognize the sound of words or sentences for 
further processing. Voice recognition is another term in speech recognition, training audio from a particular 
speaker [1][3-5]. Extraction methods can be used in speech recognition, one of which uses the Mel-frequency 
cepstral coefficients (MFCC) extraction model [6-9]. The MFCC extraction method is widely used in modeling 
audio recognition systems. The extraction results are then trained using the deep learning method [10-13]. 
Marlina et al.'s research describes the voice recognition system of makhraj hijaiyah letters using the MFCC 
method as an extractor and the SVM algorithm for children as learning media materials in learning the Koran 
[9]. Arshad et al. tested the MFCC extraction method and the MSE Classification algorithm for detecting the 
pronunciation of the makhraj letters of the Qur'an. They recognized the makhraj hijaiyah letters with the MFCC 
method with almost 100% accuracy [14]. 

Convolutional Neural Network (CNN) is one of the classification algorithms in deep learning, which 
has a good ability towards recognition systems [15-16]. CNN has several layers that function in the extraction 
process from images or audio [17-18]. CNN is also believed to be the best model for solving object recognition 
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and detection problems (8). Based on a computer vision competition held by Stanford University, three 
researchers from the University of Toronto revealed that the CNN algorithm reduced the error rate by 15.3% 
in object detection and object recognition [19]. CNN performs better in image classification than other 
classification algorithms such as SVM and K-NN [20]. CNNs are used for biometric systems such as signature 
verification. The CNN algorithm was trained on a sample of 20 users and achieved validation accuracy of 83% 
for Inception-v1 and 75% for Inception-v3[17]. Mursal Dawodi et al. tested the CNN algorithm and the MFCC 
extraction method to detect Afghan speech's pronunciation. As a result, the accuracy obtained is 99% [18]. 
 
2. METHOD  

The sound extraction process uses MFCC, resulting in the values of specific parameters in the form 
of vectors. This research uses deep learning by training voice data to form a recognition system. Overall, the 
development method used in this study adopted CRISP-DM processes, starting from the business 
understanding stage, data understanding, data preparation, modeling, and evaluation [21][22]. Figure 1 
describes the steps in the CRISP-DM methodology. 

 
Figure 1. CRISP-DM Methodology [3] 

 
Business understanding is the description stage of analyzing the system’s needs, objectives, and 

limitations that will be formed to achieve this research's goals. Data understanding is collecting initial data, 
describing, exploring, and verifying data quality. Data preparation consists of feature extraction using MFCC, 
normalization, and sharing data. Modeling is the stage of classifying the quality of the hijaiyah letter dataset 
with kasrah. The modeling stage in this study uses the CNN algorithm to find the best accuracy value based on 
three parameters, namely architectural model, batch size, and epoch. The evaluation contains test scenarios for 
both architectural models, confusion matrix, and testing the hijaiyah letters raised by the system. These three 
test scenarios are needed to find the maximum level of accuracy in the kasrah letter detection system. 
Deployment is the last stage where the results of research that have been carried out can be implemented 
directly. 

 
3. RESULTS AND DISCUSSION 

This section describes the results of implementing the automatic detection process for pronouncing 
the hijaiyah letters with kasrah. The scheme shown in Figure 2 is one of the sample data for letter i. 
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Figure 2. Visualization of the automatic detection of the  

pronunciation of the hijaiyah letters 
 

Figure 2 describes the scenario from the initial stage to the final step of issuing predictions from letters. The 
stages in the system follow the stages of the CRISP-DM development method. 

 
3.1.  Business understanding 

This stage of business understanding focuses on describing the form of needs analysis, objectives, and 
the system’s limitations to achieve this research's objectives. 

In this study, a voice recognition system was formed, which aims to recognize the pronunciation of 
the hijaiyah letter with kasrah from the voice data of people who have been inputted beforehand by entering 
several variations of the hijaiyah letter sound for each person. 

The development of the system to be built, of course, requires both functional and non-functional 
requirements. 

a) Recording human speech via a condenser mic and storing it on a pre-prepared storage media 
b) Perform preprocessing automatically using the system. The system can carry out the training process 

(training) 
c) Perform feature extraction with MFCC and speech classification with the CNN model. 
d) The system can carry out the evaluation process. 
e) The system will issue the letter names according to the recognized voice signal. 

In the planning process, system development uses google collab for code writing. The main libraries used are 
tensor flow and librosa. 
 
3.2.  Data understanding  

The data used in the hijaiyah letter recognition system with kasrah is explained at this stage. The data 
is recorded from 15 female students from the At-Taufiqah Islamic Boarding School. The steps of forming this 
dataset start from recording, processing data recording, and data labeling. 

a) Recording audio using a BM100 condenser mic. The recording process is done by reciting per letter 
and repeated ten times. 
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Figure 3. Recording of the initial sound data for the pronunciation of 

the hijaiyyah letters with kasrah 
b) The recording results are processed by cutting each letter with a duration of 1 second. 
c) The last stage is data labeling. The audio data from the cuts is entered into a folder that has been 

labeled. The number of letters as a result of labeling is 28 hijaiyah letters. 

3.3 Data processing 
Data processing includes all activities on the data before carrying out the modeling process using the 

CNN algorithm. Another term for data processing is preprocessing. There are three processes in building a data 
set before training: feature Extraction, data normalization, and data sharing. 

a) Feature Extraction 
b) The extraction method used is MFCC. The parameters in this method are set to as many as 800 

parameters or features of each voice. The number of 800 parameters is poured into vector form. 
c) Normalization of data 
d) The normalization method in this study uses Min-Max Normalization: Min-Max normalization is a 

normalization method by performing a linear transformation of the original data to produce a balance 
of comparison values between the data before and after the process. 

e) Data Sharing 
f) Data labeling the hijaiyah letter label, then the data is divided into training and test data. Training 

data is the data used to train the model of a system. At the same time, the test data is used for the 
system testing process. The comparison of data separation is 80% for training data and 20% for test 
data. 

 
3.4  Modeling 

The modeling used uses the CNN algorithm to classify hijaiyah letters with kasrah. This modeling 
uses 1-dimensional Convolution, AveragePooling, Dropout, and Flatter Lauer layers. 

 

 
Figure 4. The flow of the classification process using CNN. 

3.5 Evaluation 
The evaluation aims to determine the system's performance because of development. Tests were 

carried out with three methods, architectural model testing, confusion matrix, and K-fold validation. 
1. Architectural Model Testing 
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a) Tests using layer variations. The test consists of five variations of the CNN architecture. One-
dimensional convolutions are then written as CNN1, CNN2 to CNN5. Multiple layers. Table 1 
describes the layers of each architectural model. 

Table 1. Variations of Architectural Models 
CNN1 CNN2 CNN3 CNN4 CNN5 
CONV1D CONV1D CONV1D CONV1D CONV1D 

Average Pool 

Average Pool Average Pool Average Pool Average Pool 

CONV1D CONV1D CONV1D CONV1D 
Average Pool Average Pool Average Pool 

Average Pool 

CONV1D CONV1D CONV1D 
Average Pool Average Pool 

Average Pool 
CONV1D CONV1D 

Average Pool 

Average Pool CONV1D 
Average Pool 

Flatten Layer Flatten Layer Flatten Layer Flatten Layer Flatten Layer 
Dense (Relu) Dense (Relu) Dense (Relu) Dense (Relu) Dense (Relu) 

Dense (SoftMax) Dense (SoftMax) Dense (SoftMax) Dense 
(SoftMax) 

Dense 
(SoftMax) 

 
The results of the first test measurements are outlined in table 2. This first test led to the 

CNN5 architecture, which has the highest accuracy value of 57.70%. 
 

Table 2. Architectural Model Accuracy Results 
Arsitektur Jumlah Layer 

CONV1D 
Akurasi 

CNN1 1 Layer 43, 18% 

CNN2 2 Layer 52, 86% 

CNN3 3 Layer 53, 79% 

CNN4 4 Layer 54, 81% 

CNN5 5 Layer 57, 70% 

 
b) Testing using batch size variations: The second test is to test the CNN5 model using variations 

of batch size parameters consisting of 32, 64, 128, 256, and 512. This batch parameter test uses 
100 epochs as the initial value. Table 3 describes the test results using batch size on CNN5. 

 
Table 3. Results of Batch Variation Accuracy 

Arsitektur Batch Akurasi 
CNN5 32 57, 70% 

64 59,41% 
128 62,45% 
256 61,36% 
512 59,74% 

 
This batch size is seen in how much data is divided from all datasets in training [19]. Based 

on the results of this test, it can be seen that the accuracy tends to increase when the number of batches 
added is increased. However, the accuracy reaches a steady state after the number of clusters is 128 
and tends to decrease. These results explain that the training to achieve the maximum accuracy value 
requires 128 sample data distributed to each neural network layer. 
c) The test uses a variation of the epoch parameter: the third test uses a variation of the epoch 

parameter as many as five variations consisting of 50,70,90, 100, and 120. This test uses the 
highest architectural model in the previous test. This model uses the CNN5 architectural model, 
and the Batch is set to 128z 
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Table 4. Results of Epoch Variation Accuracy 
Arsitektur Batch Epoch Akurasi 
CNN5 128 50 56,49% 

70 59.09% 
90 61,68% 
100 62,45% 
120 61,85% 

Based on the test results, the higher the epoch value, the higher the accuracy value. The 
highest accuracy value obtained is 100. However, the accuracy value reaches a steady-state condition 
or becomes overfitting as it is added. Steady-state or over-fitting conditions occur because of too much 
training. The recognition is too rigid to the voice data, and the validation and loss results are unstable 
or fluctuate. 
 

2. K-Fold Validation Test 
 Using k-fold cross-validation is a test step by distributing data in the training process. This study 

tested k-fold cross-validation at each stage of training. The accuracy results that have been written in the 
previous section are the average results of 10 values in k-fold cross-validation. Based on previous tests, the test 
results are taken from the model with the highest accuracy. The model taken uses the CNN5 model batch size 
128 and epoch 100. The test results are described in table 5. 

Table 5. K-Fold Validation Results 
Fold to - Akurasi Fold to - Akurasi 
1 59.90 6 61.85 
2 61.36 7 66.72 
3 63.12 8 59.74 
4 64.77 9 63.47 
5 64.28 10 59.25 

The total accuracy of each fold averaged is obtained from the following equation. 
 

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =
𝐽𝑇𝑜𝑡𝑎𝑙	𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦	𝑜𝑓	𝑎𝑙𝑙	𝑓𝑜𝑙𝑑𝑠

𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑓𝑜𝑙𝑑𝑠 𝑋	100%	 =
6245
10 100% = 62.45	%	

 
3. Performance Testing Using the Confusion Matrix 

The confusion matrix method is one of the tests using a matrix of prediction results that will be 
compared with the original input data class. The architectural model used is CNN5 with a batch value of 128 
and an epoch of 100. 

 
Figure 5. Confusion Matrix 
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Figure 5 was then averaged. The average results of all classes are 86% precision, 67% recall, and 76% 

for F1-score. While the accuracy obtained is 62.45%. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(") =
𝑇𝑇𝑃$%%(&)

𝑇𝑇𝑃$%% + 𝑇𝐹𝑃(&)
𝑥100% =		

12
12 + 2 =	

12
14𝑥100 = 86	%	

 

𝑅𝑒𝑐𝑎𝑙𝑙(") =
𝑇𝑇𝑃$%%(&)

𝑇𝑇𝑃$%% + 𝑇𝐹𝑁(&)
𝑋100 =

12
12 + 	8 = 𝑋100% = 67	%	

𝐹1 − 𝑆𝑐𝑜𝑟𝑒(") = 2	𝑋
𝑃𝑟𝑒𝑠𝑖𝑠𝑖(")	𝑋	𝑅𝑒𝑐𝑎𝑙𝑙(")
𝑃𝑟𝑒𝑠𝑖𝑠𝑖(") + 𝑅𝑒𝑐𝑎𝑙𝑙(")

𝑥100%	 = 2𝑋
0,86𝑋0,67
0,86 + 0,67 = 2𝑋

0,58
1,53 𝑥100% = 76%	

The complete test results are described in Figure 6. 

 
Figure 6. Value of Precision, Recall, and f1-Score 

 
4. Performance Testing using the confusion matrix 

The test was performed ten times by entering an audio file with a Wav extension into the input field 
in the application. This test is intended to test the hijaiyah letter with kasrah, known as what letter by the 
system. The pronunciation of hijaiyah letters has many almost identical sounds but has different meanings. The 
following test results are shown in Table 6. 

Table 6. Letter Test Results 
Input Test output to - 

1 2 3 4 5 6 7 8 9 10 
ا ا ِ ا ِ ا ِ ل ِ ا ِ ا عِ رِ ِ ا ِ ا ِ ِ 

ب ب ِ ض غِ ِ ب ِ ب ِ ا ِ ب ظِ ِ ا ِ ب ِ ِ 
ت ت طِ ِ ث ِ ت ِ ت ِ س ِ ت ِ ت طِ ِ  طِ ِ
ث ث ِ ا ِ ث ِ ي ِ ث ِ س ِ ث ِ س ِ ث ِ ا ِ ِ 
ض ِج جِ ظِ جِ جِ ا ِ  جِ ِخ زِ ِج ِ
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Input Test output to - 
1 2 3 4 5 6 7 8 9 10 

ا حِ ه ِح رِ حِ ِ ه رِ ِح حِ ِ  حِ ِ
ا ِخ ظِ ِخ ِخ خِ غِ خِ خِ  غِ ِخ ِ
د د ِ د ظِ ِ ذ ِ د ِ د ِ ا ِ د ظِ ِ  غِ ِ
ذ ذ ِ ذ ِ ض ِ د ِ ذ ِ ذ ِ د ظِ ِ ا ِ ذ ِ ِ 
ل رِ رِ رِ ل رِ ِ ا ِ ا رِ رِ رِ ِ ِ 
ض زِ ا زِ ِج زِ زِ ِ  زِ ظِ زِ زِ ِ
س س ِ ص ِ س ِ س ش ِ س ِ ث ِ س ِ ي ِ ص ِ ِ 
ا ش ش ش ت ش ِ ث ِ ص ش ش ِ س ِ ِ 
ص ص ِ ث ِ ا ِ ص ش ش ِ ص ِ ث ِ ا ِ ث ِ ِ 
ض ض ِ ض ِ ض ظِ ِ ض ِ ض ِ  ظِ طِ ِج ظِ ِ
ا طِ ث طِ ِ ت طِ طِ ِ ت طِ طِ ِ ا ِ ِ 
ا ظِ ظِ ظِ ض ظِ ظِ ِ  طِ ظِ ظِ ظِ ِ
ا عِ ا غِ قِ عِ مِ عِ ِ  نِ عِ عِ ِ
 قِ غِ قِ غِ غِ عِ ظِ جِ غِ غِ غِ
و فِ ل فِ ِ ا فِ قِ فِ فِ فِ فِ ِ ِ 
ك قِ جِ قِ قِ ك قِ قِ قِ ِ  قِ قِ ِ
ك ك قِ ِ ك ِ ا ِخ ِ ك ِ ك ِ ك غِ ِ  قِ ِ
ل ل ِ ل ِ ي ِ ل ِ ا ِ ل ِ و ِ ا رِ ِ ل ِ ِ 
و مِ ب مِ نِ مِ مِ ِ  مِ مِ مِ نِ ِ
د نِ نِ مِ نِ ظِ نِ نِ نِ  نِ نِ ِ
و و ِ ي ِ و ِ ا ِ ل ِ و ِ و ِ و ِح ِ و ِ ِ 
ه ه ِ ه حِ ِ ه ِ ه ِح ِ ه ِ ا ِ ا ِ ه ِ ِ 
ي ي ِ ل ِ ي ِ ي ِ ا ِ ي ِ ي ِح ِ ي ِ ي ِ ِ 

 
The pronunciation of hijaiyah letters is sometimes confused between one letter and another. For 

example, people confuse sounding the letter i (ِا ) with the sound 'i (ِِع ), the sound of hi (ِح ) with Hi ( ِه) or with 
Khi ( ِخ) , the sound of Si ( ِس ) with Syi ( ِش  ) or Shi (ِص ), the sound of Di (د ِ) with Dzi (ذ ِ ), and many other 
examples. 
 
3.6  Deployment 

This system was developed using google collab with the python programming language. Furthermore, 
the development results are deployed to a local web host with the address localhost //:5000. 

 
 
4 CONCLUSION  

Based on testing 616 voice data of 28 hijaiyah letters, the average value of accuracy, precision, recall, 
and f1-score obtained less than optimal results. These results show that the performance of CNN algorithm 
implementation in classifying voice data and MFCC in extracting voice data characteristics of hijaiyah 
pronunciation is influenced by several factors. The first factor that influences it is intonation. The next factor 
is pronouncing the letters (makhorijul letters) hijaiyah which is incorrect when recording the dataset or testing. 
Finally, the closeness of the consonant sounds of the letters causes the issued sounds to have similarities that 
are difficult to classify. Further research on feature extraction of voice data can use methods other than MFCC 
(ZCPA or LPC). At the same time, deep learning algorithms for classifying voice data can try using the Radial 
Basis Function Networks (RBFNs) algorithm. 
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