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1. INTRODUCTION

Corruption gives major problem to many countries. It gives negative impact to a nation economy.
Study shows that areas with higher corruption index, that shows worse corruption, have worse economic
growth [1]. Corruption also gives negative impact on stock market capitalization and number of transactions
[2]. The negative impact of corruption not limited in economy only, it even damages the environment [3]. Since
corruption is tangled with politic, it is hard to be eliminated [4]. Other than the obvious law enforcement [5],
the work against corruption includes implementing better accounting standard [6] and implementing
information technology in transaction [7].

However, people also realized that corruption comes from two sides, demand from the authority and
supply from corporate [8]. On that regard, corporates may have their part in fight against corruption in the form
of anti-corruption disclosure (ACD). ACD includes accounting to combat bribery, board and senior
management responsibilities, human resource to combat bribery, responsible business relationship, external
verification and assurance, codes of conduct and whistle blowing [9].

Studies show that the corporate adoption of ACD is low [9], [10] despite the fact that ACD may bring
positive impact to the corporate financial performance both in short term and long term [11]. Based on this
fact, many studies are held to find the determinant factor for a corporate to adopt ACD. These studies hold
experiments by creating model with regression method [12]-[14]. While nothing wrong by using regression
model, this study propose a new method with machine learning, specifically deep learning.
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In machine learning, computer may learn and found useful information from a set of data [15]. In
particular, machine learning algorithm uses a set of data called training data set and extracts the information
accordingly. After the learning process, machine learning creates a model. This model can be used to process
another data. For instance, in supervised learning, machine learning creates a model that able to classify data
into a certain label. In order to evaluate the model, machine learning use another data, called testing data set,
produces result that compared with ground truth [16]. Interestingly, while machine learning has certain
algorithm, it is easy enough to incorporate another method in it, such as fuzzy neural network, a combination
of fuzzy algorithm and neural network (algorithm in machine learning) [17]. This study propose deep learning
as machine learning method. Deep learning is a subset of machine learning that imitates the works of human
brain [18]. There are many studies involving deep learning, for example in pneumonia classification [19], air
temperature prediction [20] and text classification [21].

There are several studies in fighting corruption with machine learning. A study in Brazil analyzes
budget to predict corruption. The study use machine learning with gradient boost tree algorithm [22]. A study
of corruption prediction in Italy also use machine learning. Classification tree algorithm is used to analyze the
Italian National Institute of Statistics data [23]. Another study use deep learning to predict corruption by
analyze 3 major news media coverage [24]. However, those studies use machine learning in predicting the
corruption itself. Study that incorporate ACD with machine learning [25] uses feature selection to find the
determinant factor of ACD adoption.

This study proposes new method of ACD prediction in corporate instead of finding the determinant
factor. The proposed method is deep learning. Prediction result from deep learning method will be compared
with prediction result from regression method. The aim of the comparison is to determine whether deep
learning may give alternative to the regression method that is commonly used.

2. MATERIAL & METHOD

In this study of ACD there are two sources for the data. First data source comes from the companies’
annual report. Since all the companies are listed in Indonesia Stock Exchange (IDX), the information are
available at the IDX official website. The second data source comes from the United Nations Global Compact
(UNGC) in the form of the company membership.

Input Hidden Hidden Hidden Output
Layer Layer 1 Layer 2 Layer 3 Layer

Figure 1. Structure of Deep Learning in This Study

The data are taken from every companies from the year 2017 to 2019. The companies can be
categorized in 9 categories, i.e. 1) agriculture, 2) chemical, 3) consumer, 4) finance, 5) infrastructure, 6) mining,
7) property, 8) trading and 9) miscellaneous. The data set has 8 features, i.e. 1) foreign ownership, 2)
government ownership, 3) government tender, 4) international operation, 5) independent commissioner, 6)
governance committee, 7) big 4 auditor and 8) UNGC membership. The overall data has 1826 items in which
1032 items are ACD and the other 794 items are non-ACD.

Deep neural network or deep learning is composed from input layer, output layer and hidden layer.
Multiple hidden layer is the characteristic of deep learning [26]. In this study, there are 3 hidden layer as
illustrated in Figure 1. The input layer has 9 neurons. The number of neurons at this layer equals to the number
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of features in the data. The output layer has 1 neurons that is equals with the number of output. While hidden
layer 1 until hidden layer 3 has 8, 4 and 2 neurons respectively.

Deep learning in this study is set to have 500 epoch or iteration. Deep learning also need another
configuration called hyperparameters. These hyperparameters include learning rate and batch size. The number
of learning rate and batch size are decided with a process called hyperparameters tuning. The tuning is a
required process to avoid unwanted condition such as underfit or overfit.

As deep learning is a part of neural network, the research method in this study follows the common
method in neural network research. The method in this study is taken from [27] with some adjustment
considering the context of the study and can be seen in Figure 2.

Data Collection Feature Extraction
Pre-processing Model Training

|
v
Evaluation Testing

Figure 2. Research Method

Data collection in this study is held by manually compile the annual report from the IDX website and
analyze UNGC website. The study rather forced to collect the data manually since the IDX website provides
inconsistent download page for the annual report.

Another step that requires manual work is feature extraction. The manual nature of the feature
extraction of this study can’t be avoided since most of the required features need manual interpretation of the
companies’ annual report.

In data pre-processing step, the study prepares the data so it is ready for the actual machine learning
process. There are 2 processes conducted in this step, data cleansing and data normalization. In data cleansing,
incomplete data are removed. Data cleansing is applied for two types of data, companies with unpublished
annual report and companies with incomplete features. While it is compulsory for listed companies to publish
their annual reports, a few companies didn’t publish their annual reports. Hence, the study choose to remove
these data. The other type of incomplete data includes companies with certain annual reports that the study
unable to extract the necessary features. For example, the companies didn’t state their auditor in their annual
reports. In such situation, the study unable to determine whether the companies used big 4 auditor or not. The
data normalization process is required since the features is a mixed of feature with numeric value and features
with Boolean value.

Model training is held by feed the training data to the configured deep learning algorithm. The exact
deep learning configuration is discussed at latter part of this chapter. The model is created after the algorithm
trained all the training data. The training data takes 80% of the data. In deep learning algorithm, training process
produces metrics such as accuracy and loss.

Evaluation is held right after model training. In evaluation, another part of data that are different from
training data, feed to the model created from previous step. This process produces prediction result. The
prediction result compared with the actual value or ground truth to create another metrics. The metrics act as
the basis to tune the hyperparameters of the deep learning model.

The last step in the method is testing. Testing works just like evaluation by feed data into the created
model. The metrics produced in this step are also accuracy and loss. However there are differences. First, that
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the testing data takes another data that is different with evaluation data. Second, the testing method aims to
actually measure the performance of the created model.

This study repeat the whole method for each category data and collects the necessary metrics to
measure the performance of the model. Since the aim of the study is to provide alternative in anti-corruption
disclosure (ACD) prediction, the model performance compared with performance of regression model.
Regression model chosen since the previous studies mostly use this method. In this study, the actual regression
used is logistic regression. Logistic regression considered appropriate in this study since the model produces
binary value. Another reason is that logistic regression used widely in social sciences, which suitable with
ACD, for prediction model [28].

3. RESULTS AND DISCUSSION

After data collection, feature extraction and pre-processing step, the result is machine learning ready
data. The summary of the data is presented at Table 1. For each category, the number of data of company that
has anti-corruption disclosure compared to the company that has no anti-corruption disclosure is considered
balance, at least in machine learning. There are no data that only a small percentage of its counterpart.

Table 1. Data Summary

Categories Has ACD No ACD
agriculture 330 200
chemical 1300 800
consumer 760 710
finance 1890 720
infrastructure 980 990
mining 890 440
property 1290 840
trade 2100 2050
miscellaneous 780 550

Since the deep learning in this study use Adam optimizer, hyperparameters tuning should include
initial learning rate, 1, B2 and weight decay [29]. However, this study limits the tuning process to learning rate
and batch size. The dropout parameter is set to a fix number at 0.05 along with the number of epoch set to 500.

Table 2. Evaluation Result

Learning Rate Batch Size Training Training Loss Validation Validation
Accuracy Accuracy Loss
0.0005 16 0.7368 0.527 0.7692 0.5048
0.0005 32 0.7368 0.4864 0.7692 0.487
0.0005 64 0.7171 0.5813 0.7436 0.5527
0.001 16 0.7697 0.4534 0.7692 0.4619
0.001 32 0.7632 0.506 0.7949 0.4983
0.001 64 0.7303 0.5144 0.7692 0.5066
0.002 16 0.7829 0.448 0.7436 0.4984
0.002 32 0.7434 0.4924 0.7692 0.4461
0.002 64 0.625 0.6633 0.5987 0.6786

Hyperparameters tuning is conducted based on the result of model training and evaluation. The tuning
process use data from Property category with combination of learning rate 0.0005, 0.010, 0.020 and batch size
16, 32, 64. The result shown at table 2.

Overall, a good deep learning model should have high accuracy and low loss. However, the tuning
process also need to address the overfitting or underfitting symptom. If the training has much better
performance than the validation then the model shows overfitting tendency and if the training has much worse
performance than the validation then the model shows underfitting tendency. The tuning process need to find
model with the least difference between training and validation both in accuracy and loss value. To obtain the
delta between the training accuracy and validation accuracy this study use the following formula

0q = las — a,|
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With &, is delta accuracy, a; is training accuracy and a, is validation accuracy. The formula
eliminates the tendency of overfitting or underfitting and focus on similarity between training and validation
value. Obtaining the delta between the training loss and validation loss is conducted with the following formula

& =l = L

With 6, is delta loss, I, is training loss and [,, is validation loss. After calculate delta accuracy and
delta loss from table, the result is presented as line chart in Figure 3.
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Figure 3. Model Tuning; (a) Delta Accuracy, and (b) Delta Loss

Figure 3a shows delta accuracy with respect to combination of learning rate and batch size while
Figure 3b shows delta loss with respect to combination of learning rate and batch size. From Figure 3, the
smallest delta accuracy is achieved from learning rate 0.0010 and batch size 16 (0.0010;16) while the smallest
delta loss is achieved from (0.0005;32). Since the smallest value from delta accuracy and delta loss comes from
different combination the analysis is taken to the next smallest value. After analyzing the four smallest value,
there are two combinations to be found, i.e. (0.0010;32) and (0.0010;16). Further analysis shows that both
combinations have high testing accuracy, high validation accuracy, low testing loss and low validation loss.
However, while both have similar delta loss values, the delta accuracy of (0.0010;16) is smaller than
(0.0010;32). After the tuning, the complete hyperparameters values is presented at Table 3.

Table 3. Hyperparameters Value

Hyperparameters Value
Optimizer Adam
Learning Rate 0.0010
Batch Size 16
Epochs 500
Dropout 0.05
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Figure 4. Accuracy after Testing; (a) Accuracy for Each Categories, and (b) Accuracy Difference for Each
Categories

The next step in this study is to use the data from all categories for data training and testing. The data
are split between training and testing with 80:20 ratio. With the aforementioned hyperparameters value, the
accuracy of ACD prediction from each categories are taken and presented at Figure 4 along with accuracy
difference. The accuracy difference is calculated with accuracyrqining — ACCUTaACYesting-

Figure 4a shows the accuracy value for each categories. For each categories there are two bars, first
bar indicates the accuracy from training step and the second bar indicates the accuracy from testing step. Figure
4b shows the difference between training and testing accuracy. Positive value indicates overfitting while
negative value indicates underfitting.
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Figure 5. Loss after Testing; (a) Loss for Each Categories, and (b) Loss Difference for Each Categories

From Figure 4a, 8 out of 9 categories managed to achieve around 70% or above accuracy both in
training and testing result. The result is considered good. Moreover, the average training accuracy is 74.76%
and average testing accuracy is 76.37%. Comparing the average accuracies show that the model is well tuned
with only a little sign of undefitting. The accuracy difference, shown at Figure 4b, also supports the result.
From 9 categories, 3 categories show little sign of overfitting (with difference between 0 to 5%), 4 show little
sign of underfiting (with difference between 0 to -5%), 1 category with almost no difference and 1 category
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with heavy underfitting (around -11% difference). Despite the rather low number of accuracy in Trade category
and underfitting in Mining category, this study consider the proposed method of deep learning may predicts
ACD with good accuracy.

Like in the tuning analysis, this study also measures the loss metric from both training and testing
result. The loss value and the loss differences from each categories are shown at Figure 5. The accuracy
difference is calculated with [05s;ygining — L0SStesting-

Figure 5a shows the loss value for each categories. For each categories there are two bars, first bar
indicates the loss from training step and the second bar indicates the loss from testing step. Figure 5b shows
the difference between training and testing loss. Opposed with accuracy difference, in loss difference positive
value indicates underfitting while negative value indicates overfitting.

From Figure 5a, only 5 out of 9 categories managed to achieve around 50% or below loss both in
training and testing result. The result is considered not good despite the average training loss and testing loss
are respectively 51.76% and 50.96%. Comparing the average losses show that the model is well tuned.
However, the loss difference, shown at Figure 5b, do not support the result. From 9 categories, 1 category show
little sign of underfitting (with difference between 0 to 5%), 3 categories show sign of underfiting (with
difference between 5 to 10%), 4 categories show little sign of overfitting (with difference between 0 to -5%)
and 1 category shows heavy overfitting (around -11% difference). The average loss shows good number due
to the cancelling effect among the categories. This study consider the proposed method of deep learning in
ACD prediction has below average loss performance.

This study also compares the performance between deep learning with the logistic regression. The
logistic regression is applied to data in every categories. The ratio between training data and testing data is also
80:20. The performance prediction is measured with accuracy metric. The comparison of the accuracy of deep
learning and logistic regression shown at Figure 6.
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Figure 6. Testing Accuracy Comparison for Each Categories

Figure 6 shows the accuracy value for each categories. For each categories there are two bars, first
bar indicates the accuracy from deep learning testing process and the second bar indicates the accuracy from
logistic regression testing process. Only accuracy is measured for this comparison since logistic regression has
no loss metric.

From Figure 6, deep learning accuracy is better than logistic regression in 7 out of 9 categories. By
average, deep learning has accuracy of 76.37% while logistic regression has accuracy of 67.15%. Deep learning
has 9.27% advantage in accuracy over logistic regression. The minimum accuracy in deep learning is reached
in Trade category at 63.35% and still higher than the minimum accuracy of logistic regression, also from Trade
category, at 56.14%. The same pattern also applied at maximum accuracy. The deep learning in Finance
category at 86.67% and logistic regression in Agriculture category at 74.55%.
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This study finds that in all prediction accuracy comparison, deep learning performs better than logistic
regression in ACD prediction. As suggested in introduction, the aim of the study is to find whether deep
learning may acts as alternative to logistic regression. In that regard, deep learning may acts as alternative to
logistic regression. Not only as an alternative, deep learning is even a better alternative to logistic regression
in ACD prediction.

4. CONCLUSION

ACD (Anti-Corruption Disclosure) is important in fighting corruption. Most ACD prediction is held
with logistic regression. This study proposes new method of ACD prediction in corporate using deep learning.
The data in this study are taken from every companies listed in Indonesia Stock Exchange (IDX) from the year
2017 to 2019. The companies can be categorized in 9 categories, i.e. 1) agriculture, 2) chemical, 3) consumer,
4) finance, 5) infrastructure, 6) mining, 7) property, 8) trading and 9) miscellaneous. The data set has 8 features,
i.e. 1) foreign ownership, 2) government ownership, 3) government tender, 4) international operation, 5)
independent commissioner, 6) governance committee, 7) big 4 auditor and 8) UNGC membership. The overall
data has 1826 items in which 1032 items are ACD and the other 794 items are non-ACD.

In this study, the deep neural network or deep learning is composed from input layer, output layer and
3 hidden layers. The deep neural network uses Adam optimizer with learning rate 0.0010, batch size 16 and
epochs 500. The drop out is set to 0.05.

The performance of deep learning in predicting ACD is analyzed with accuracy and loss. In accuracy,
deep learning is considered good with the average training accuracy is 74.76% and average testing accuracy is
76.37%. However, the loss result isn’t good with average training loss and testing loss are respectively 51.76%
and 50.96%.

Since the study aim is to find deep learning as alternative to logistic regression, predictions from both
methods are compared. Comparison is held by comparing the ACD prediction accuracy. Average accuracy of
deep learning (76.37%) is higher than logistic regression (67.15%). Not only in average, the minimum and
maximum accuracy reached by deep learning also higher than logistic regression. In that regard, this study
concludes that deep learning may acts as alternative, if not better, to the commonly used logistic regression as
ACD prediction method.
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