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1. INTRODUCTION

The increasing number of internet users must be balanced with the readiness of network and server
infrastructure capacity. On the other hand, people want the maximum access speed [1]. The problem arises
when the server's capabilities are unable to handle requests from the client. During the COVID-19 pandemic,
all activities are currently carried out from home, lecturing activities. If, in terms of the e-learning
infrastructure, the number of servers is not optimized, the e-learning server performance will decrease and even
down.

A load balancer device is required to share the request traffic load from clients to the server. The load
balancer device is divided into hardware (hardware) and software (software/appliance). Load balancers work
by dividing the load request traffic from clients to the server. To be able to share the load traffic, the load
balancer works using several algorithms. The algorithm is divided into two groups, namely Static Load
Balancing Algorithm and Dynamic Load Balancing Algorithm [2]. According to Nguyen Xuan Phi in his
research, 2017, some of the algorithms used in load balancers are Round-robin, Weighted Round Robin, Least
Connection, Weighted Least Connection, and Least response time [3]. Algorithms included in the Static Load
Balancing Algorithm include Round-robin, Central Manager, Randomized, and Threshold. Meanwhile, the
algorithms that are included in the Dynamic Load Balancing Algorithm include Least connection, Least
response time, Local Queue, and Central Queue [2].

The research will perform comparisons of the round-robin, least connection, least response time, and least
packet algorithms by examining the aspects of network performance relevant to the server load balancing
network when these three methods are implemented to obtain an optimal algorithm related to server load
sharing according to project requirements.

Many previous studies have discussed the implementation of load balancing and algorithm comparisons
in it. In the implementation of load balancing itself, various tools are used, such as HA Proxy [4], Nginx [5][6].
For the comparison of the algorithm itself, in previous studies that have been done, among others, the
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comparison of the round-robin algorithm with the least connection [4] [7], the comparison of the round-robin
algorithm, the least connection, and the ratio [8], the comparison of the round-robin, least packet and least
connection [9]. From some of these studies, the researcher tries to raise the least response time algorithm as
one of the algorithms tested for performance by being compared with round-robin and least connection
algorithms then implemented in Citrix ADC VPX.

The test method will be carried out using GNS3 as the environment for simulation. With using five
different scenarios with single webserver topology and multi-webserver, which consists of four webservers. In
the multi-web server topology, the researcher focuses on finding out which algorithm has the best performance
on response time, throughput, CPU utilization and service hits parameters by doing load testing in the GNS3
environment.

2. LITERATURE REVIEW

Load balancing is a technique for dividing the workload on two or more servers when a client requests a
request. This aims to make traffic run optimally [10]. The load balancer is needed to do load balancing. The
load balancer acts as a traffic cop positioned in the topology in front of the backend server farm.

! Software
—i @ :€—: Load Balancer :<% > :
/ Internet — 6

! Hardware i <
! Load Balancer : . Application
. ' : Servers

Clients
(End Users)

Figure 1. How the load balancer works

So the load balancer functions to efficiently distribute client or network requests to multiple servers as
we can see at the Figure 1, ensure high availability and reliability by sending requests only to online servers,
and provide the facility to increase or decrease the number of servers.

Citrix Application Delivery Controller (ADC) VPX provides complete, secure, secure, and remote access
to web and application load balancing, acceleration, security, and offload features in a set of simple, easy-to-
install virtual appliances. IT organizations, cloud, and telecommunications service providers can deploy Citrix
ADC VPX to industry-standard hypervisors anytime, anywhere in a data center.

Citrix ADC VPX is included in ADC devices that work up to layer seven load balancing [11]. Because
of its virtual form, it means reducing project and maintenance costs to increase the profit of companies using
Citrix ADC VPX. Citrix ADC VPX can be installed on top of a hypervisor, or you can use Citrix ADX SDX.

The round-robin algorithm divides all server nodes to be treated equally according to the load assigned
by each server but does not allow dynamic load switching due to the nature of static loads. There is no limit to
the number of active servers on the backend [4]. The least response time uses the round-robin method plus a
parameter to select the server with the least connection and shortest response time [3].The least connection
works by sending a request to the server, where the selected server is the server with the least number of
connections. The least packet algorithm distributes traffic or service, which currently is receiving the fewest
packets. The load balancer will monitor the number of server connections and send requests to the server with
the fewest connections [11].

Throughput is the actual measured bandwidth at a certain time in transmitting data or files. Throughput
describes the actual bandwidth at a time and in certain conditions and networks used to download a certain size
file [12]. This research will use the Response Time using the standards from TIPHON (Telecommunications
and Internet Protocol Harmonization Over Network) and included in the standardization delay refer to the
Table 1. The delay parameter value is obtained by managing the response time, which consists of average,
minimum, and maximum [13].
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Table 1. Standardization of delay according to tiphon

Delay Category Delay (ms)
Excellent <150

Good 150 — 300

Moderate 300 - 450
Poor > 450

Apache JMeter is an open-source, 100% pure Java application designed to load functional behavior tests
and measure performance. It was initially designed for testing Web Applications but has since been extended
to other test functions [14]. Apache Jmeter will be used to measure the performance of the CPU utilization
parameter on the webserver.

Apache Benchmark is a tool from the Apache organization used to measure performance on a Hypertext
Transfer Protocol (HTTP) webserver. This tool is used to calculate how many requests per second the
webserver used can serve. Some of the features of the Apache Benchmark are: open source, simple command
line, platform-independent, load, and performance tests, not extensible [15]. Apache Benchmark will measure
the performance of the response time parameters and the throughput of the webserver.

The webserver is software that serves HTTP requests, and the web browser also sends dynamic codes to
the application server. This application server translates and processes dynamic codes into static HTML codes
in a static page, sent to the browser by the webserver [10].

3. TEST DESIGN

To determine the webserver's performance before and after optimization will use two topologies: single
webserver topology and multi-webserver topology with the load balancer. Both topologies will be simulated
in Graphical Network Simulator 3 (GNS3) software. GNS3, at a glance, is a network simulation software that
was first released in 2008. It can combine native and virtual devices for simulating complex networks. GNS3
is widely used by many companies such as Exxon, Walmart, AT&T, and NASA. Specifications for laptops
that run GNS3 devices and as testing laptops or refer to the Table 2.

Table 2. Laptop specification

Category Specification Description
System Manufacturer Lenovo
System Model Thinkpad L540
Processor Intel® Core™ i5-4300M 2.6 GHz
Hardware Operating System Xubuntu Linux 16.04
Memory 16 GB
Storage Media HDD 500 GB
Network Simulator GNS32.2.1
Software HTTP Load Testing Apache Jmeter and Apache Benchmark

The following single webserver topology will be simulated:

Single Web Server
Routerl Router2 Router3 10.10.10.2/30

Gig/o ofo | :@ 01 a/o :@ |Gi0r’1 ensd

20.20.20.0/30 @ﬂ)@ 192.168.2.0/30 '{’@@' 10.1010.0/30
Giof1
192.168.1.1/24 Enss
172.16.1.251/24
Laptop Testing Zabbix Server
192.168.1.10/24 172.16.1.20/24

Figure 2. Single webserver topology
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Figure 2 shows the network devices used are router, webserver, client, and NMS server. Meanwhile, for a
multi-webserver topology, the following will be simulated:

Web-Server-1
11.11.11.21/24

ens2 |

http://
Web-Server-2

11.11.11.22/24

Routerl Citrix ADC VPX Router2

i
oy NSIP: 172.16.1.1/24
121681124 SNIP: 172.16.1.11/24

VIP: 10.10.10.2/24

1010100/24 9

Gio/2
172.16.1./24

Web-Server-4

11.11.11.24/24
Zabbix Server ﬂ
172.16.1.20/24 ==

Figure 3. Multi-webserver topology

S

Laptop Testing
192.168.1.10/24

Figure 3 shows the network devices used are router, load balancer, webserver, client, and NMS server. The
following load balancer device specifications refer to Table 3.

Table 3. Load balancer specification

Type Specification

VvCPUs 2
RAM 4096 MB

Network adapter Paravirtualized Network 1/0
Disk image NSVPX-KVM-12.0-56.20_nc_32.qcow?2
Disk interface Virtio
Brand Citrix ADC VPX
Version 12

Performance measurement of the four algorithms (round-robin, least connection, least response time, and
least packet) is done by measuring several parameters: response time, throughput, service hits, and CPU
utilization. Later, HTTP requests from Laptop Testing will be made using the Apache Benchmark software
and for CPU utilization testing using Apache Jmeter. Service hits are obtained from the results of the parameters
of the four algorithms that have been implemented alternately (round-robin, least connection, least response
time, and least packet), which appear on the Citrix ADC VVPX virtual server load balancing statistics dashboard.

There are five experimental scenarios used as referred to the Table 4. The first is to test the traffic load
on a single webserver topology, the second to test the traffic load on a multi-webserver topology combined
with a load balancer device using a round-robin algorithm, the third change the algorithm to the least
connection, the fourth using least response time, and the last using least packet. The number of users charged
in the four scenarios is 3k, 6k, 9k, and 12k and uses level 10 concurrency.

Table 4. Experiment scenario

Scenario Total webserver Algorithm Total user
1 1 - 3k, 6k, 9k and 12k
2 4 Round-robin 3k, 6k, 9k and 12k
3 4 Least connection 3Kk, 6k, 9k and 12k
4 4 Least response time 3k, 6k, 9k and 12k
5 4 Least packet 3Kk, 6k, 9k and 12k

In the first scenario, the researcher only needs one web server. Even if we use four web servers, a load
balancer is still required to distribute traffic, if there is no load balancer, traffic distributed on one webserver
only. The first scenario will test the performance of a single webserver without using a load balancer. The
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number of users tested was 3k, 6k, 9k, and 12k. The first parameters tested are response time and throughput
using Apache Benchmark. In the Figure 4, the test load request is 12k with concurrency level 10 and 51.96
requests per second. The command used is "ab -n 12000 -c 10 http://10.10.10.2/".

Server Software:
Server Hostname:
Server Port:

Document Path:
Document Length:

Concurrency Level:
Time taken for tests:
Complete requests:
Failed requests:
(Connect: @,
Keep-Alive requests:
Total transferred:
HTML transferred:
Requests per second:
Time per request:
Time per request:
Transfer rate:

Connection Times (ms)

Receive:

Apache/2.4.29
10.10.10.2
80

/
834 bytes

10

230.969 seconds
12000

33

0, Length: 33,
11866

13649938 bytes
9980478 bytes
51.96 [#/sec] (mean)

192.474 [ms] (mean)

19.247 [ms] (mean, across all concurrent requests)
57.71 [Kbytes/sec] received

Exceptions: 0)

min mean[+/-sd] median max

Connect: 0 16.2 0 1026
Processing: 0 192 455.5 8 6520
Waiting: 0 192 455.5 7 6520
Total: 0 192 455.7 8 6520

Figure 4. Apache Benchmark test results 12k users on a single webserver topology

Next is the CPU utilization test using Apache Jmeter as we can see at the Figure 5. Using 12k users and a

ramp-up period of 3 minutes.

v test_plan_TA 2 jmx (/home/ramadhangg. pache Jmeter/apache-j 53/b _plan_TA 2jmx) - Apache JMeter (5.3) - + X
File Edit Search Run Options Tools Help
Diélad B e |+ - AL W % =R 00:00:00 A\ 0 00 )
? Test Plan

. Thread Group

¢ [hread Group

Name: Thread Group

Comments:

Action to be taken after a Sampler error

View Results in Table
Graph Results
Summary Report

® Continue Start Next Thread Loop () Stop Thread Stop Test Stop Test Now

Thread Properties

Number of Threads (users): 12000

Ramp-up period (seconds): 180
Loop Count: || Infinite 10
[vI Same user on each iteration
v Delay Thread creation until needed

Specify Thread lifetime

Figure 5. Testing the CPU utilization using Apache Jmeter

The results of CPU utilization with 12k users on a single webserver topology are seen from Zabbix as referred
to the Figure 6. The maximum value of CPU utilization is 8.3135%.

Web-Server-Single: Item values

W CPuUwtiization [avgl 83135 % $9%1 %

71348 % 83135 %

Figure 6. Graph of CPU utilization topology single webserver with 12k users
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The second scenario tests multiple webserver performance with a round-robin algorithm on the Citrix
ADC VPX load balancer. The number of users tested was 3k, 6k, 9k, and 12k. The first parameters tested are
response time and throughput using Apache Benchmark. In Figure 7, the test load request is 12K with
concurrency level 10 and 75.17 requests per second. The command used is "ab -n 12000 -c 10

http://10.10.10.2/".

cument Path
ength:

11 concurrent requests)

To 2 E]
Figure 7. 12k user Apache Benchmark test results with a round-robin algorithm

The Apache Benchmark test results showed 13.302 ms for the response time value and 85.95 Kbps for the
throughput value as we can see at Figure 7. Next is the CPU utilization test using Apache Jmeter and 12k users
and a ramp-up period of 3 minutes. The CPU utilization results with 12k users on a multi-web server topology
with a round-robin algorithm are seen from Zabbix, please refer to the Figure 8. The maximum value of CPU
utilization is 2.4485%.

19

Figure 8. 12k user CPU utilization chart with round-robin algorithm

Meanwhile, for service hits on the dashboard statistics, load balancing virtual server Citrix ADC VPX round-
robin algorithm refers to Figure 9 below.

Bound Service(s) Summary

Name IP address Port Service type State 3Service hits
11111121 B0 HTTP up 3.000
1111122 8 HTT| UP 3,00
1111123 B0 HTTP Lp 3.00
111112 8 HTTF UP 3,00

Figure 9. Service hits 12k user round-robin

Figure 9 shows that the distribution of traffic in the round-robin algorithm is evenly distributed from 12k traffic
divided into 3k traffic each. The third untill fifth scenario tests multi-web servers performance with the least
connection, least response time and least packet algorithm on the Citrix ADC VPX with the same method.
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4. RESULT AND DISCUSSION
After testing five scenarios using the parameters of Response Time, Throughput, and CPU Ultilization,
here are the results of comparing the five scenarios.

RESPONSE TIME

Response Time (ms)

ROUND LEAST LEAST  LEAST RESP WITHOUT
ROBIN CONN PACKET LB

12K USER

Figure 10. 12k user response time comparison graph

In testing the response time parameters, it was carried out on 3Kk, 6k, 9k, and 12k users. The response time
comparison graph for 12k user can refer to the Figure 10. For details as follows.

Table 5. Response time comparison results

Algorithm Load Test Response time (ms) Load Test Response time (ms)

Round-robin 13,649 13,513
Least connection 13,548 13,041
Least response time 3k user 14,45 9k user 14,154
Least packet 15,309 15,621
Without LB 19,072 19,15
Round-robin 13,701 13,302
Least connection 13,449 12,922
Least response time 6k user 15,047 12k user 16,297
Least packet 15,642 13,253
Without LB 19,146 19,247

From Table 5, it can be seen that there is an optimization of response time after using a load balancer.
Meanwhile, the least connection algorithm has the best response time (lowest in ms units).

THROUGHPUT

Throughput (Kbps)

ROUND LEAST  LEASTRESP  LEAST  WITHOUT
ROBIN CONN PACKET LB

12K USER

Figure 11. 12k User throughput comparison graph

In testing the throughput parameters, it is carried out on 3k, 6k, 9k, and 12k users. The throughput comparison
graph for 12k user can refer to the Figure 11. For the details as follows.
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Table 6. Throughput comparison results

Algorithm Load Test Throughput (Kbps) Load Test Throughput (Kbps)

Round-robin 83,77 84,61
Least connection 84,39 87,66
Least response time 3k user 79,12 9k user 80,77
Least packet 74,68 73,19
Without LB 58,39 58,06
Round-robin 83,44 85,95
Least connection 85,01 88,47
Least response time 6k user 75,98 12k user 86,26
Least packet 73,09 70,15
Without LB 58,12 57,51

Table 6 shows throughput optimization after using a load balancer, while the least connection algorithm has
the best throughput (highest in Kbps units).

CPU UTILIZATION

Max CPU Util (%)

ROUND LEAST LEAST LEAST WITHOUT
ROBIN CONN RESP PACKET LB

12K USER

Figure 12. 12k User max CPU util comparison graph

In testing the CPU utilization parameter, it was carried out at 3k, 6k, 9k, and 12k users. The CPU utilization
comparison graph for 12k user can refer to the Figure 12. For the details regarding CPU utilization please refer
to the Table 7 below.

Table 7. Max CPU utilization comparison results

Algorithm Load Test Max CPU util (%) Load Test Max CPU util (%)

Round-robin 1,3724 2,3027
Least connection 1,2765 1,8411
Least response time 3k user 1,4042 9k user 2,6191
Least packet 1,1228 1,7222
Without LB 4,6858 7,2668
Round-robin 1,7452 2,4405
Least connection 1,3758 2,3759
Least response time 6k user 2,9082 12k user 46571
Least packet 2,025 2,2178
Without LB 5,339 8,3135

In the era of cloud computing, the industry is required to use hardware optimally. The higher CPU utilization
on a server, the server will overload. In the CPU utilization parameter, the algorithm with the lowest CPU
utilization is the least packet algorithm. When choosing the least packet algorithm, the CPU utilization on the
virtualization server hardware can accommodate an optimal number of virtual machines.
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SERVICE HITS

In the service hits parameter, traffic distribution results are displayed on the Citrix ADC VPX dashboard from
the testing laptop to the webserver. From here, we will see the algorithm's behavior in dividing traffic.

SERVICE HITS
4500
4000
3500

3000

2500
2000 30815
- 3165 " . .
1500 300031053044 3@e 30803044 || 2885300055, 28030002875 | | 3@l4
2586 2885
1000
500
0

RR LC LRT LP |RR LC LRT LP |RR LC LRT LP|RR LC LRT LP

=

=

=

'Web Server 1 Web Server 2 Web Server 3 Web Server 4

12K User

Figure 13. Service comparison chart hits 12k users

In Figure 13, the traffic distribution on the round-robin algorithm is even. This algorithm rotates the processes
that are in the queue, so all servers get the same number of hits. The other algorithms such as least response
time and least connection share traffic based on the lowest active connection, so traffic distribution sometimes
uneven.

5. CONCLUSION

Each algorithm has its own characteristics and advantages based on response time, throughput, CPU
utilization, and service hits parameters. According to the two parameters tested, the algorithm with the best
performance was the least connection with a 33% decrease in response time and an increase in throughput of
53%. The best CPU utilization parameter is in the least packet algorithm, with a decrease of 76%. In contrast,
for the service hits parameter, the round-robin algorithm has an even distribution of traffic than other
algorithms. When viewed from the performance of the response time and throughput parameters, the least
packet algorithm is in the lowest position compared to the other three algorithms. Tests that use four numbers
of users, respectively 3k, 6k, 9k, and 12k, produce consistent results with round-robin algorithms that are
always even in distributing traffic. At the same time, the least connection is best in response time and
throughput performance. For CPU utilization, the best is in the least packet algorithm. In large-scale
implementations, if there is a need to distribute traffic to all existing back-end servers evenly, it is
recommended to use a round-robin algorithm. In contrast, the need to focus on response time and throughput
parameters is recommended to use the least connection. Finally, when focusing on CPU utilization, use the
least packet algorithm.

For further research, it is recommended to conduct research in a production environment and focus on the
latest technologies, such as load balancing in cloud computing and micro-services because the current industry
trend has changed from previously hardware-based to software-based (NFV and SDN).
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