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 Traveling to a place using a private vehicle is an activity that many people 

do when visiting an area. The visitors leave their cars in several parking lots 

within a certain period. The resulted, them having difficulty finding vehicles 

in the parking lot. This study aims to assist parking service users in finding 

cars parked at the parking location using CCTV cameras. Apart from being 

used as a security system, cameras have installed in the parking lot can also 

be used to track the visitor's cars to the point where they park. The proposed 

method consists of three large blocks: background subtraction, vehicle 

recognition, and vehicle tracking. Results this study obtained in the test 

include the accuracy for the vehicle tracking process of about 91.5%, with a 

true positive rate of approximately 81.12%, and vehicle recognition about 

70%. 
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1. INTRODUCTION 

One of the critical problems in the Intelligent Transportation System (ITS) is the Smart Parking (SPS) 

system [1]. SPS is implemented in many environments and has a variety of problem-solving capabilities, 

including time efficiency while drivers are looking for a parking space and others. Along with developing 

parking management system technology, vehicle production is constantly increasing yearly, as presented by 

OPEC. The number of vehicles worldwide is predicted to increase significantly from 841 million cars in 2008 

to more than 1.6 billion cars in 2035 [2]. Therefore, free space to provide adequate parking areas is essential. 

On the other hand, the use of parking lots that are not adequately arranged has a very significant effect on the 

arrangement of the urban regions. 

In big cities with limited parking space, many drivers do not get a parking space for their vehicles, so 

they use sidewalks to park their cars. It inflicts several traffic problems such as congestion and narrowing the 

space for pedestrians. The government seeks to provide several centralized parking points to resolve vehicle 

parking problems and organize smart city development. The areas that have centralized parking points include 

office or government areas and tourism areas. 

With a large and centralized parking area, finding an available parking location is a difficult job, as is 

finding a parking space for vehicles parked at that location, especially in public transportation such as tourist 

buses which carry many passengers. Therefore, we need a parking system management to assist users in 

determining parking locations and finding the place of their vehicles. 

Various studies related to SPS have been conducted which discuss the search for parking slots and 

parked vehicles. Kennecth et al. [3] tracked vehicles using particle filters to overcome occlusion and 

maneuvers. Linsin le et al., [4] propose tracking parking slots based on learning, using Parking-Slot Detection 

based on Learning (PSD). Another study came from Lin Zang et al. [5]. They developed a deep convolutional 

neural network (DCNN) based slot detection approach, which takes the surrounding image as input by 

identifying all the marking points on the input image and classifying the local images formed by the tagging 

point pairs. Vargeshe et al. [6] developed a machine learning approach to detect free space in parking spaces 
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that regulates the mana boundary of each predetermined area, extending to the more general scenario of 

unregulated parking spaces. From the various studies above, each researcher focuses on automatically 

determining available parking spots and has not yet completed finding vehicles in that parking lot.  

Finding vehicles in public parking lots is solved using embedded sensors [7], [8]. In Lee et al. [9], a 

wireless sensor network involves motion sensors under space. In our study, we propose a method of finding a 

vehicle in a parking lot through a vehicle tracking system to the parking point using pattern recognition and a 

machine learning process by utilizing existing CCTV cameras.  

 

2. METHOD 

In the proposed method, there are three significant steps, consisting of background subtraction, vehicle 

recognition, and vehicle tracking. Each of these steps has several processes, as shown in Figure 1.  

 

 
Figure 1. Block Diagram of vehicle tracking 

 
2.1.  Background Subtraction 

The first process performed on the background subtraction stage is noise reduction. In this process, 

the noise in the frame (F) resulting from video conversion is reduced; before this process, F needs to be 

converted into a gray image first. The noise reduction process aims to prevent the background reduction process 

from detecting multiple failure blobs, wherein its implementation, noise reduction at F, uses a Gaussian filter 

[10]. The following process after getting the noise reduction results is a Mixture of Gaussian (MoG). The MoG 

can isolate the background and objects by modeling each pixel in the image based on a mixed gaussian 

distribution. The background is assumed to be a color with the highest value distribution [11], [12]. The MoG 

process leaves interesting objects in Figure F (b) as in Figure 2. However, so far, the MoG results still go noise 

in the image, so there are still failed blobs. Hence it is necessary to remove the failed blob using a morphological 

filter [13]. 

 

𝐹(𝑏) ∙ 𝐺 = (𝐹(𝑏)  ⊕  𝐺) 𝛩 𝐺   (1) 
 
Where G is the masking matrix of the morphological filter dilation - closing, the shape of the matrix is an 

ellipse. 

The last process is blob filtering. In this process, an external scanning of the blob contours produced 

from the blob enhancement process is carried out, as seen in equation (4). Where 𝐵 is a group of lumps resulting 

from increasing the blob (𝐹(𝑏)). 𝐵 has four types of attributes, consist of[𝑋𝑜𝑖 , 𝑌𝑜𝑖 , 𝑊𝑜𝑖 , 𝐻𝑜𝑖].[𝑋𝑜𝑖 , 𝑌𝑜𝑖] are the 

coordinates of the blob location in the corner point while  [𝑊𝑜𝑖 , 𝐻𝑜𝑖] is the size of the blob. In contrast, 𝑡ℎ𝑊 

and 𝑡ℎ𝐻 are threshold values as the object of boundary evaluation. 

 
∏ 𝐵𝑖  𝑛

𝑖=0 = ∏ 𝑔𝑒𝑡𝐵𝑙𝑜𝑏𝐴𝑟𝑒𝑎( 𝐹(𝑏)𝑖) 𝑛
𝑖=0  (2) 

∏ 𝐵𝑖
𝑛
𝑖=0  = ∏ [𝑋𝑜𝑖 , 𝑌𝑜𝑖 , 𝑊𝑜𝑖 , 𝐻𝑜𝑖]𝑛

𝑖=0   (3) 

𝐵′ =  {
(𝑊𝑜𝑖  ≥ 𝑡ℎ𝑊)  ∧ (𝐻𝑜𝑖 ≥ 𝑡ℎ𝐻 ), [𝑋𝑜𝑖 , 𝑌𝑜𝑖 , 𝑊𝑜𝑖 , 𝐻𝑜𝑖] 

[⊘]
  (4) 
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 (a) (b) ( c ) (d) 

 

 
 (e) (f) (g) (h) 

Figure 2. Background Subtraction Result: (a) original frame; (b) gray level; (c) image threshold; 

(d) MoG result without reduction noise; (e) MoG result with reduction noise; (f) blob enhancement; (g) blob filtering; (h) 

result of background subtraction 

 

2.2.  Vehicle Recognition  

 In the vehicle recognition stage, there are two main processes: feature extraction and feature matching. 

This stage aims to provide a label to the interest object so that the following process on the video no longer 

requires recognition but directly on the tracking object. The first process in introducing this vehicle is feature 

extraction using SIFT (Scale-Invariant Feature Transform) [14]. SIFT is based on the Difference-of-Gaussian 

(DoG) Operator which is a Laplacian-of-Gaussian (LoG) approach. The advantage of the SIFT method is that 

it can perform feature searches with different scales and sizes. Therefore, the method is considered the most 

accurate feature extraction method. The feature extraction result is [𝑘𝑝, 𝑑𝑒𝑠], where 𝑘𝑝 is the key point from 

the extraction result, and des is the description of the object whose key point is taken. Object Descriptor is an 

array containing the nearest neighbor extraction value of 16x16 around the detected feature and segmenting 

the area into sub-blocks to produce 128 bin data. This value is helpful for the feature recognition process. The 

results of feature detection can be seen in Figure 3. 

 

 
Figure 3. Feature Extraction with SIFT 

 

Furthermore, to be able to provide the label, the feature matching process is carried out. The matching 

feature process will compare the key point data held by the current vehicle with the existing vehicle dataset. 

The feature matching process uses one of the Fast Approximate Neighborhood Neighbors (FANN) based on 

K-NN [15], with the nearest neighbor algorithm search method using kd-tree [16]. In this algorithm matching 

scheme, the nearest neighbor and second closest neighbor in each feature description (from the first image 

feature) are searched (in the second image feature). Furthermore, the ratio of the nearest neighbor to the second 

nearest neighbor is calculated for each feature description, then set the threshold value to filter the ratio value. 

The results of vehicle recognition can be seen in Figure 4. 
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Figure 4. Feature Matching with FANN 

 
2.3.  Vehicle Tracking 

The last stage in this research is vehicle tracking. This stage aims to supervise objects towards the 

parking lot, and at the end of this stage, the vehicle’s location in the parking lot is recorded. Vehicle Tracking 

is done by verifying the location of the candidate object (Op) and the object of interest in the next frame. The 

tracking results on the previous frame are used as information to determine the position of the next object. To 

get the centroid of Blob (B), that is shown at the formulation in equation 5. 

 

𝑐𝑂 = [𝑥 + |
𝑤

2
| , 𝑦 + |

ℎ

2
|] (5) 

 

 
Figure 5. result of vehicle tracking 

 
The procedures in the vehicle tracking process can be seen on algorithm 1 

Algorithm 1. Procedure vehicle tracking 

Procedure vehicleTracking (in/out Op : obj.Blob, in B: obj.Blob, F: Set of Frame ) 

{IS.  Op tracking result tracking in the previous blob, centroid and label, B is a current blob 

FS. interest object set on Op} 

Dictionary 

[Xp, Yp, Xc, Yc] : centroid of previous and current blob 

D : distance of Centroid\ 

Function FExtraction(in B: obj.Blob) 

Function FMatching(in Kpb, train.Kp : key point) 

Function BSubtraction(in F : frame) 

Algorithm 

1. If Op = 0 then 

2.  [kpb, desb] ← FExtraction(B) 

3.  Op ← FMatching(Kpb, train.Kp ) 

4. else 

5.  [Xp, Yp] ← Op.getCoordinate() 

6.  [Xc, Yc] ← getCentroid(B) 

7.  D ← math.sqrt(|Xp^2-Xc^2|+|Yp^2-Yp^2|) 

8.  if D <= thD then 

9.   append([Xc, Yc], Op) 

10. For each of F do 

11.  B ← BSubtraction (F) 

12.  vehicleTracking(Op , B) 
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3. RESULTS AND DISCUSSION 

This study used 5766 frames from ten CCTV videos in the parking area to conduct vehicle recognition 

and vehicle tracking stages tests. Vehicle recognition and tracking testing use a confusion matrix [17], which 

follows equation 6. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑁+𝑇𝑃)

(𝑇𝑁+𝐹𝑃+𝐹𝑁+𝑇𝑃)
 𝑥 100 (6) 

 

𝑇𝑃𝑅 =  
𝑇𝑃

(𝑇𝑁+𝐹𝑃+𝐹𝑁+𝑇𝑃)
 𝑥 100 (7) 

 
Where 𝑇𝑃 is True Positive, true positive occurs when the system detects a vehicle movement, and in the actual 

condition, the vehicle is moving too. 𝑇𝑁 is True Negative when the system does not detect vehicle movement, 

but there is no moving vehicle in actual condition. 𝐹𝑃 is the False Positive, which is when the system detects 

a car moving, but there is no moving vehicle in actual conditions. 𝐹𝑁 is False Negatives, that is when the 

system does not detect the car's movement, and in actual condition, there is a vehicle moving. 

 

3.1.  Vehicle Tracking 

The results of the experiment vehicle tracking in the parking area are as follows in table 1. 
Table 1. Vehicle tracking testing results 

No Video TN FP FN TP Number of Frames 

1 Video1 0 0 65 153 218 

2 Video2 0 0 60 234 294 

3 Video3 271 0 128 530 929 

4 Video4 7 0 97 520 624 

5 Video5 39 0 74 237 350 

6 Video6 84 0 78 404 566 

7 Video7 57 0 154 210 421 

8 Video8 75 0 127 426 628 

9 Video9 34 0 161 609 804 

10 Video10 34 0 179 754 933 

Total 600 0 1088 4677 5766 

 
Based on the experimental results in table 1, the accuracy of successful vehicle tracking can be 

calculated as True positive rate (𝑇𝑃𝑅) is 81.12 %, from 4677 frames is True Positive divide of all frame 5766.  

While accuracy in vehicle tracking is 91,5 %, the accuracy calculation is following equations 6 and 7.  Based 

on the experiment above, it can be concluded that the vehicle tracking was successful, but there is still a 

possibility of failure, shown in figure 6. One of the leading causes is that the result of the background reduction 

process is less than perfect, so it leaves noise or objects from one to another frame that cannot be adequately 

detected. This can occur due to rapid changes in lighting, movement of objects other than a vehicle, and vehicle 

objects that have stopped for a long time. 

 

 

     
 

     
Figure 6. Failure of vehicle tracking 
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3.2. Vehicle Recognition  

The results of the experiment vehicle tracking in the parking lot are as follows in table 2. 

 
Table 1. Vehicle recognition results 

No Video 
Recognition 

Result 
No Video 

Recognition 
Result 

1 Video1 True 6 Video6 False 

2 Video2 True 7 Video7 True 

3 Video3 True 8 Video8 False 

4 Video4 True 9 Video9 True 

5 Video5 True 10 Video10 False 

 

Based on the experimental results in table 2, the accuracy of successful vehicle tracking can be 

calculated as True positive rate (𝑇𝑃𝑅) is 70 %. The calculation of accuracy is following equation 2.  Based on 

the above experiment, it can be concluded that the results of vehicle recognition are pretty, but there is still a 

possibility of failure, shown in figure 7. Like vehicle tracking cases, the cause of recognition failure is that the 

background reduction process is less than perfect, so that the result of the key point cannot be compared with 

the key point in the data set. 

 

  
Figure 7. Failure of vehicle recognition 

 
4. CONCLUSION 

This paper provides an alternative method of locating a vehicle in a parking lot using a tracking 

approach. We have several block processes consisting of background reduction, vehicle recognition, and 

tracking. The methods used include MoG for background reduction, shift as a feature extraction method, and 

FANN as feature machining. We added a few steps to improve the pre-processing and tracking processes. The 

results obtained in the test show that the accuracy for the vehicle tracking process is around 91.5%, with a true 

positive rate of about 81.12% and vehicle recognition around 70%. 
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