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and morphological complexity. Analyzing Arabic dialects using Natural

Keywords: Language Processing (NLP) tools can be more challenging than Standard
Arabic Dialect Arabic. In this paper, the impact of using stopword removal and
Convolutional Neural Network derivation techniques on detecting cyberbullying in the Libyan dialect
Cyberbullying was presented. The efficiency of text classification was compared when

using a Libyan dialect word list alongside pre-generated Modern
Meta-Learning Standard Arabic (MSA) lists. The texts were classified using

. Convolutional Neural Network (CNN) classifiers, and the experiments
Natura! language processing showed that when using Libyan dialect words, the accuracy results were
Removing stopwords 92% and 83%, and when using only Standard Arabic stop words, the
accuracy results were dropped to 91% and 77%. Based on these results,
the higher accuracy was obtained when using the presented stop words
list which it is specific to the Libyan dialect, and they had a positive
impact on the results, better than Standard Arabic stop words.
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1. INTRODUCTION

In recent times, the internet and social media have become essential sources of data as they are
platforms for reading and writing by many users, and speakers of different languages access the internet
on a daily basis because it is not only used by English speakers. For example, because Arabic is spoken
in more dialects, people tend to express their opinions, thoughts, feelings, and comments on various
issues posted on social media in their dialects. Dialects are the informal form of language. Every country
in the Arab world has its own dialect, and that is why there is a need to process this type of data. This
huge amount of data generated has attracted business owners, marketers, government institutions,
scientists, and researchers as well [1].

Text classification is the process of labeling test items using training data. It has wide
applications in various fields such as news classification, online libraries, author authentication,
detecting cyberbullying, and many more. Cyberbullying happens when someone uses the internet to
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hurt or annoy a celebrity or anyone on a social media platform, game, or app, and includes posts,
comments, messages, chats, live broadcasts, photos, videos, and emails [2].

Over the past years, many studies and research have been conducted to detect cyberbullying as
a text classification problem, especially in English [3]. Since cyberbullying is a problem facing the whole
world, this problem also faces the Arab nation, and only a few studies have been conducted to work on
detecting cyberbullying in the Arabic language [4].

Despite this, there is a lack of linguistic resources for Arabic, and most of them are under
development. In order to use Arabic in different dialects in modern ways, some text processing, such as
word removal, is needed. There are some unofficial word list sources available to the public, but they
work on Modern Standard Arabic and not Arabic Dialects. This paper addresses the impact of word
removal on Libyan Arabic texts.

Stopwords are the words that are more common in many sentences and do not have a significant
semantic relationship to the context in which they appear. There are some researchers who have created
word lists. The lists are also available in Modern Standard Arabic (MSA). A reference has created a word
list of Modern Standard Arabic from the most common words that appear in its corpus [5]. Improving
stopword lists for the Libyan dialect (spoken by more than 7 million people) is essential to ensure that
natural language processing of Libyan texts is more accurate, efficient, and aware of the linguistic and
cultural nuances of this dialect. Using generic stopword lists can lead to inaccurate or misleading results
when dealing with Libyan dialect texts. Therefore, improving password lists specific to the Libyan dialect
can improve the model performance and achieve higher accuracy [6] [7].

Researchers conducted a study [8] on detecting abusive language or cyberbullying. They created
a new balanced Arabic dataset for use in the abusive content detection process, as having a balanced
dataset for the model would improve the accuracy of the models. The study used individual classifiers
using ensemble machine learning. Applying the study to three Arabic datasets, the results showed that
the individual learner machine learning strategy outperformed the ensemble machine learning
approach. Outperforming the best single-learner classifier (65.1%, 76.2%, and 98%) for the same
datasets, with accuracy scores of 71.1%, 76.7%, and 98.5% for each of the three datasets used. In the
same context, researchers [9] presented a study to enhance the accuracy of Arabic social media
cyberbullying detection using deep learning approaches, specifically CNN, LSTM, and CNN-LSTM models.
The study aimed to bridge the research gap in the field of Arabic social media cyberbullying detection
and enhance the accuracy of Arabic social media cyberbullying detection using deep learning models.
The study found that LSTM performed better with an accuracy of 96.44%, a recall of 97.03%, and an F1
score of 96.73% for two-class classification. For six-class classification, LSTM demonstrated superior
performance with an impressive accuracy of 95.59%. Three deep learning models were implemented to
train the data: a CNN, an LSTM, and an RNN. Finally, the researchers presented a study [10] on Arabic
dialect detection and classification, comparing the performance of traditional machine learning and
deep learning models. The paper reviews various approaches and techniques used to identify Arabic
dialects, including frequency-related features, deep learning-based methods, and transfer learning. It
also highlights the importance of data cleaning and preprocessing in improving the accuracy of dialect
classification.

The proposed hybrid model, equipped with an attention mechanism, achieves the highest
accuracy rate of 88.73%, outperforming state-of-the-art models such as RoOBERTa, MARBERT, AraBert,
and mBERT. The TF-IDF word representation method also performs better than Word2Vec and GloVe.
While some research has focused on creating spam word lists, to the best of our knowledge, no one has
created a spam word list for Arabic dialects. In [11], they proposed a methodology for preparing Arabic
text corpora from online social networking sites (OSNs) and review websites for a sentiment analysis
(SA) task. They also proposed a methodology for generating a stopword list from the prepared corpora
to investigate the impact of removing stopwords on the SA task. The problem is that previously
generated stopword lists were in Modern Standard Arabic (MSA), which is not the common language
used in OSNs. In [12], they created a stopword list for conversations and a corpus-based list of words,
and compared the effectiveness of the new lists with the previously generated MSA lists. The validity of
the conversations is verified using sequential pattern mining. The study collected all possible words or
tools that could be considered stopwords from different grammatical categories in Arabic and then
divided them into two categories: words that accept suffixes and words that do not accept suffixes.

In [13], they created a stopword list for the central query language from the best nonsense
words appearing in their corpus. The study used natural language processing techniques (normalization,
stopword removal, and segmentation) to validate the P-Stemmer using different classifiers (NB, SVM,
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RF, KNN, and K-Star) to improve text classification results. A new Arabic dataset was created, and
different classifiers (NB, SVM, RF, KNN, and K-Star) were applied with and without the P-Stemmer. The
performance of the classifiers was evaluated using metrics such as the F1 measure, precision, and recall.
The experimental work demonstrated that the Naive Bayes classifier is the best classifier to use with the
P-Stemmer, with a classification accuracy of 0.75, followed by support vector machines. The results of
the study showed that combining the P-Stemmer with the NB classifier achieves the best performance
with an accuracy of 0.75, and that using the P-Stemmer increases accuracy by up to 6%. The results also
showed that the performance of the classifiers varies depending on the classification category, with
some classifiers performing better in some categories than others. [14] in the field of sentiment analysis
in the Algerian dialect by creating a custom dataset and utilizing an advanced deep learning model called
BERT. The research achieved an F1 score of 78.38% and an accuracy of 81.74% on the test set,
demonstrating the effectiveness of the approach and the potential of BERT for sentiment analysis in the
Algerian dialect. Key findings include the optimal preprocessing tasks, model architecture, and
hyperparameters that achieve the best F1 score and accuracy on the test set. This research highlights
the importance of studying the Algerian dialect and the potential of using state-of-the-art deep learning
models for natural language processing in this field.

In [15], a sentiment analysis study was conducted on Arabic comments in the Moroccan dialect
using various machine learning and deep learning algorithms, including logistic regression, decision
tree, support vector machine, naive Bayesian polynomial, XGBoost, and neural network. The study found
that the best performance was achieved using the [Unigram/TF - IDF] and [Unigram + Bigram/TF - IDF]
combinations, regardless of the algorithm used. Logistic regression with Unigram extraction and TF -
IDF weighting was the most efficient in terms of accuracy and reliability. The ARABERT model achieved
an accuracy of approximately 88%.

Finally, a CNN model was chosen to achieve the study's goal: improving the excluded word lists
for the Libyan dialect, ensuring that Libyan texts are processed in a more accurate and efficient natural
way, while being aware of the linguistic and cultural nuances of this dialect. Using generic excluded word
lists may lead to inaccurate or misleading results when dealing with Libyan texts.

The rest of this paper is organized as follows: Section 2 describes the methodology, Section 3,4
present the results and discussions, and finally, the conclusion is summarized in Section 5.

2, METHOD

The methodology followed in this study will be done by four stages. In the first stage, data is
collected, and in the second stage, the collected data and the annotated data will go through data pre-
processing and data cleaning to remove unwanted symbols and codes. In the third stage, a deep learning
model, a CNN model, is implemented to train the data, while in the final stage, the evaluation and analysis
of the results are carried out. Figure 1 illustrates the methodology of this study.

Data
Collection

!

Preprocessing

\ ate

Tokenization

Stop Words

Normalization

Stemming ° ° ° °

Lemmatization P AN SRS SN 4
»

Extraction Conv1D convolutiona CNN Model

Evaluation

Figure 1. Proposed methodology Phases
2.1 Data collection and analysis

In this study, the first dataset was collected from YouTube, Twitter, and Facebook from Libyan
news websites and channels covering political topics related to Libyan affairs during the period from
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2020 to 2023. The dataset totaled approximately 7,500 comments divided into two categories (bullying
and neutral). This is a sentence-level dataset for the Libyan dialect, and it is the first publicly published
and manually annotated dataset for this task.

This dataset is considered balanced. Unfortunately, there is a clear shortage of Arabic datasets
in the field of Arabic natural language processing. Consequently, providing this dataset will contribute
to supporting efforts in this direction. Table 1 shows the number of samples for each category, while
Table 2 highlights some samples for the (bullying and neutral) categories.

Table 1. Number of samples in the dataset (1)

Label No of Samples

Bullying 3843
Neutral 3648
Total 7491

Table 2. Examples of the dataset

Comments Comments translation label

debdee b you agent, you child Bullying
Slugiy el o o 43l pae 0 J Sl Someone from Misrata wants to cut off Bullying
your head and humiliate you
<l AL il b dlslie &) 6Lie  God willing, God willing, you impressed Neutral
me
Osadldl ALl ol arsed Chad Bullying
o e b Jshy o bl Jlas a5 Jhay aliny o) il Jls We ask God to protect the horse, a hero Neutral
and a lion, we ask God to prolong his life

adasl jall (5 slue o (piiay ol sl 4pskul aal all His low style matches the level of the Bullying
Qaramita
=& g s Mentally ill Bullying

The second set of data is publicly available data and is also in the Libyan dialect, with a total of
8560 comments divided into two categories (0, 1), negative and positive, and is considered an
unbalanced dataset. Table 3 shows the number of samples for each category, and Table 4 highlights some
samples of the Negative and Positive categories.

Table 3. Number of samples for each category

Number of samples Class
6406 0
2154 1

Table 4. Examples of the second dataset

Comments English Translation label
Dl i€ It's like Al-Madar net 1
¢ G S ladll < Al-Madar net is so weak 0
ub hid il jladl @i Al-Madar net is sucking up data well 0
(Sh il Allls A Ly cwa Sl Al-Madar sensed me in this moment and told me you have 5% 0

o ganiis Glall 3 iy %5 Ll [eft, meaning in both cases you'll be without internet

S

G Y5 Gda (e gll Caman Hlaall @i 8 [s Al-Madar net weak these days or am I imagining things? 0
dulas

J8G AL Jladl i Al-Madar net is completely trash 1

23, Jladl es Al-Madar net is bad 1

For ethical considerations, the data used in this study consists of publicly available user
comments from platforms such as YouTube, Twitter, and Facebook. All data was anonymized to ensure
that no personal identifiers were retained during the collection and annotation processes. Ethical
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considerations were taken into account throughout the research. Comments were reviewed by language
experts under guidelines designed to minimize subjective judgment and bias during annotation.
Although ethical approval was not required due to the use of publicly accessible data, the aware of the
sensitivity surrounding cyberbullying content. Also, recognizing the potential bias introduced by
focusing on a specific dialect and socio-political context, future work will aim to broaden the dataset to
include other Arabic dialects and domains while incorporating formal ethical review procedures.

2.2 Data Pre-Processing

The pre-processing process consists of five steps: removing words, tokenization, normalization,
stemming, and lemmatization. However, the pre-processing stage faces many challenges and obstacles,
especially when dealing with emotions expressed in unstructured languages such as Arabic dialects. The
pre-processing techniques [16][23] have been used in this study, including the following steps:

2.2.1. Removing stopwords

Removing stop words is one of the steps in pre-processing texts before analysis. It is based on
excluding common words that have no value in the text and do not help the user to analyze texts and
extract the meaning of the text. A stop list is a list that contains all the words of a sentence such as:
Pronouns (ea «¢= «sf «# «sa L) Conjunctions: (.J] e «3...) Prepositions: (:&s «sf . 5> «e5..), words that are
not useful in classification such as ( LJl> (Layi (an..), directions: (o slas cia (s il wals oLi) and any
word that does not add any meaning to the text: such as (1.t .p5.1 . i) in addition to the additional words

that have been added to the list in the Libyan dialect which are different from other Arabic dialects like
Moroccan and Egyptian, as shown in Table 5.

Table 5. Examples of the stop words list in the Libyan dialect

Libyan dialect Moroccan Egyptian Meaning in Arabic Meaning in English
i alae Uil Jaas ¥ Don't do
g EYO-HN e Slast Look
R ey s Much
s a8y sid cllle Sas 13k What happened
Sa Kla [FTY 1iSa Thus
; o 4 13Le What
oM EL EFLY S Enough
P o= —_ sl Leave it

Stopword removal techniques were applied based on a Libyan dialect-specific list. A total of
1300 stopwords were extracted for the Libyan dialect, 500 of which were extracted from [13] and 500
from [14]. Only about 300 words were added as stopwords in line with the dataset of this study, and to
avoid deleting important words that might affect the accuracy of the classifier. These stopwords were
used during the preprocessing stage, specifically for the stopword removal technique. In addition, a
comprehensive MSA list containing all possible prefixes and suffixes was used in this analysis[16][26].

2.2.2. Tokenization

At this stage, sentences or strings are divided into words or symbols using a separator, which
can be any punctuation character or space, usually words or phrases. Using the "hash" interface of the
Keras library, comments are converted into sequences of integers, creating a numerical representation
of the text, which is a prerequisite for processing by neural network models[17].

2.2.3.  Normalization

During this process, words are normalized by removing any possible misinterpretations of
letters. Then, replacing some Arabic letters was done with their official form due to a common spelling
mistake in some words, such as replacing a letter at the end of a word with the letter [+], and replacing
the letter [1! 1] with ['][18].
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2.24. Stemming

Aims to reduce words to their basic uninflected forms. Sometimes, the stem differs from the
root, but it is useful because related words are often linked to the same stem, even if the stem is not a
proper root. In this study, the Tashaphyne library was used to apply the Stemming technique to the
dataset. Farasa root was used as an additional tool: Farasa provides data extraction because words have
different structures, especially in Arabic [19][21].

2.2.5. Lemmatization

Lemma analysis is a linguistic method that involves analyzing the form of a word, removing its
inflectional suffix, and creating its basic form. This technique is used to return words to their original
root based on the morphological analysis of the sentence [19][20].

After the text cleaning is completed, the features are extracted, and each word is converted into
features using the inverse frequency of the document (TF-IDF). The final stage of preprocessing is to
initialize the embedding layer within the neural network. The embedding dimension is defined, which
specifies the size of the vector space in which the words will be represented in vectors [22,23]. Each
word has a length of (100) dimensions provided by Keras [24]. This functionality allows the text
collection to be routed by converting each text into a series of integers, which facilitates the classification
efforts in the model by providing a clear and measurable target for the algorithmic prediction, as in
Figure 2. The next step is to split the data into 80% for training and 20% for testing the proposed model.
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Figure 2. Representing words into vectors

2.3 CNN architecture
The architecture used in this research work is built on the Keras sequential model framework
[24]. The sequential model is a linear combination of layers. A convolutional neural network (CNN) is
created with the following layers:
e Embedding layer: maps words to numerical representations, capturing semantic relationships.
e 1D convolutional layers: extract features from sequences, and identify patterns within text.
e Global maximum pooling layer: summarizes the extracted features and provides a summary
representation.
e Dense layers: perform further processing and classification, turning features into predictions.
e Dropout layer: introduces randomization to prevent overfitting, improving the model's
generalizability.

Figure 3 shows the structure of a CNN model (layers, kernel sizes, flow, activation functions). Then,
Table 6 shows the parameters of the CNN model.
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Figure 3. The diagram shows the structure of a CNN model

Table 6. Details the training parameters for the CNN model.

Parameter Value
Optimizer Adam
Loss Function Categorical Cross entropy
Metrics Accuracy

Number of Epochs 10
Validation Split 0.2

batch size 32
Number of filters 128,64 ,32
Filter size 5

Dropout layer rate 0.5

3. RESULT AND DISCUSSION

In this study, four experiments were conducted to test the effect of removing unwanted words
from different lists by testing the pre-generated MSA list separately and the list containing the Libyan
dialect stop words, including Stemming, Lemmatization and TF-IDF. Each dataset has two experiments,
and these experiments were conducted using a CNN classifier. Each dataset was divided into training
and testing folds with 80% for training and the rest for testing. The precision, accuracy, recall and F1-
score metrics were used to evaluate the models.

In the first experiment for balanced data, each word was treated as a feature and assigned a
weight based on its importance in the dataset. Alternatively, this experiment was conducted to study the
effect of removing unwanted words from the list containing stop words of the Libyan dialect. Table 7
shows the results of the first experiment.

Table 7. First Experiment Results

Model Categories Precision Recall F1-Score Accuracy
CB 83% 82% 84 %
CNN Not CB 84% 81% 83 % 84%

In the second experiment, the balanced dataset was used with the pre-generated MSA list to see
how removing stop words affected the Libyan dialect data. Table 8 shows the results of the second

experiment.
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Table 8. Second Experiment Results

Model  Categories  Precision Recall F1-Score Accuracy
CB 76% 75% 77 % 77%
CNN Not CB 76% 73% 76 %

As mentioned earlier, in the third experiment, unbalanced Libyan data were used. In this study,
the problem of unbalanced data is out of the study scope and will not include any use of stratified
weighting or oversampling techniques. Instead, the dataset is used for comparison purposes only, and
the undesired words were used from the list of stop words in the Libyan dialect. Table 9 shows the
results of the third experiment..

Table 9. Third Experiment Results
Model Categories  Precision  Recall F1-Score  Accuracy
CB 91% 93% 92 % 92%
CNN Not CB 86% 83% 85 %

In the fourth experiment, the unbalanced Libyan dataset was used with the pre-generated MSA
list to see how removing stop words affects the Libyan dialect data. Table 10 shows the results of the
fourth experiment.

Table 10. Fourth Experiment Results
Model Categories Precision  Recall F1-Score Accuracy
CB 91% 90% 90 %% 90%
CNN Not CB 81% 85% 83 %

According to Table 9, CNN achieved the highest accuracy of 92% in the third experiment, while
the first experiment achieved an accuracy of 84%. It's worth noting that the effect of stop words was
evident, and this may be attributed to the nature of stop words. When stop words of the Libyan dialect
is used, the results were higher, while CNN achieved a lower accuracy of 77% when the list of Standard
Arabic stop words is used. This underscores the importance of using proper stop words.

Unlike other available, imbalanced datasets that were either not publicly available or were
largely automatically annotated, the collected dataset is the first of its kind to be publicly published and
undergo a comprehensive manual annotation process by a team of specially trained auditors to identify
instances of cyberbullying. This ensures a higher level of classification accuracy and allows other
researchers to rely on reliable data to train and evaluate their models. Furthermore, the diversity of the
data, in addition to the Libyan dialect stop word list, also affected accuracy. This was due to its diversity
and the inclusion of words with the same character, an aspect not adequately addressed in the standard
Arabic stop word list. This was in addition to the unique value provided by the CNN model and the
architecture used to achieve cyberbullying detection results.

When comparing the experiments, it can be noted that the first experiment outperformed the
other experiments, perhaps due to the suitability of the Libyan stop words to the dataset, which takes
into account how much they affect the accuracy of the model. This is also supported by the third
experiment, where the accuracy scores were low at 92%. On the other hand, in the third experiment for
non-parallel data, the model made some errors as it incorrectly classified non-bullying cases as bullying
and bullying cases as non-bullying. This indicates that the model is not well-balanced.

4. COMPARISON OF THE RESULTS

During this study, a dataset from a previous study was used [8]. They used machine learning
classifiers, models, namely: support vector machine, logistic regression, naive Bayes, K-nearest
neighbor, and decision tree. They used in their study several preprocessing steps, including (Stemming,
Lemmatization, and Cleaning) on the Libya Telecom dataset. The achieved results of these models are
compared with the proposed model, as shown in Table 11. It is clear that this study achieved higher
accuracy through the proposed model that relies on the Convolutional Neural Networks (CNN)
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algorithm using the same data, with the addition of preprocessing using TF-IDF Stemming,
Lemmatization.

Table 11. A comparison between the obtained results and with study [16]

Model Precision  Recall F1-Score Accuracy

SVM 73% 52% 55% 50%
_ NB 78% 62% 71% 63%
Libya Telecom DT 73% 59% 61% 59%

and Technology
KNN 78% 58% 73% 59%
LR 76% 50% 38% 43%
CNN (proposed Model) 91% 89% 90 % 90%

5. CONCLUSION AND FUTURE WORK

In this paper, a sentence-level dataset for the Libyan dialect was presented, which is the first
publicly released and manually annotated dataset for this task. More than 7500 comments or sentences
from social media were collected. A list of stopwords in the Libyan dialect from social media groups was
proposed and was compared with the MSA list. The list used in the comparison was: a pre-generated list
from MSA, and the Libyan dialect list, in addition to comparing it with the unbalanced data. Several
preprocessing and cleaning steps were used to prepare it for classification. Then, the results of this study
was compared with a previous study that used machine learning models, as they were able to obtain
higher accuracy results through the deep learning model of the convolutional neural network algorithm
CNN.

The results demonstrated the effectiveness of removing nuisance words using the Libyan
dialect word list in experiments, as it performed better than using stopword lists in Standard Arabic
alone. They also demonstrated that balanced datasets performed better than imbalanced datasets for
text classification in Arabic dialects, especially the Libyan dialect. This research opens the door to further
studies on this topic and can be used as a basis for future research in this field on other dialects. Future
work offers significant scope for enhancing the power of the CNN model and its integration with transfer
learning models through recent studies, in addition to expanding a more diverse and comprehensive
database representing different Arabic dialects and exploring more advanced and diverse models to
ensure their effectiveness. Focusing on diverse BERT models will open new avenues for performance
and efficiency in work, and results can be improved by addressing the problem of imbalanced datasets
using techniques such as SMOTE or under/oversampling.
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