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The enthusiasm for Korean pop culture in Indonesia has contributed to 
a growing interest in learning the Korean language, including its writing 
system, Hangeul, which currently ranks as the 6th most studied 
language. Hangeul has a unique structure, where each character is 
arranged in syllabic blocks of consonants and vowel combinations. The 
main challenge in Korean character classification lies in the similarity 
between characters and the complex structure, making it more difficult 
for models to recognize. This study aims to compare two deep 
convolutional neural networks are ResNet50 and Xception, using 
transfer learning for handwritten Hangeul character classification. 
While previous studies have examined CNN-based character 
recognition, this study highlights the effectiveness of deeper 
architectures with limited yet augmented data. Unlike earlier works, it 
incorporates Grad-CAM visualizations, transfer learning with partial 
fine-tuning, and multiple train-test ratios to analyze model behavior. A 
total of 1,920 images across 24 classes were evaluated using 5-fold 
cross-validation, with extensive augmentation and preprocessing to 
simulate variation. The Machine Learning Life Cycle (MLLC) framework 
assessed model performance through accuracy, precision, recall, F1-
score, and AUC. Both models achieved high performance, with ResNet50 
consistently outperforming Xception in most folds, especially in 
precision and F1-score. ResNet50 achieved perfect scores (100%) 
across all metrics, while Xception also performed strongly with up to 
99.74% accuracy. These results indicate that ResNet50 is more effective 
in classifying Korean letters on the dataset used in this study. For future 
research, a robustness evaluation can be applied using data that was not 
included in previous training or testing. 
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1. INTRODUCTION 

The increasing popularity of Korean culture, including K-pop music and Korean dramas, has 
attracted many people worldwide, including in Indonesia, to learn the Korean language. According to a 
survey conducted by the Korean Foundation for International Cultural Exchange in 2022, 83.6% of 
Hallyu consumers in Indonesia expressed an overall positive perception of Korea [1]. With the high 
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enthusiasm for Korean culture, it is not surprising that many Indonesians are eager to learn the Korean 
language [2]. A report by Duolingo in 2023 revealed that Korean ranked as the sixth most popular 
language on the platform [3]. The Korean language is considered relatively difficult to learn because it 
uses two writing systems: Hanja and Hangeul [4]. Hanja consists of characters adapted from the original 
Chinese Hanzi script Hangeul is the Korean alphabet, with 24 basic characters. It has a unique structure 
where characters are arranged in syllabic blocks, combining consonants and vowels [5].  

Therefore, image classification can be applied as a learning aid to facilitate the understanding 
and use of the Korean language. Image classification can be performed using various classical deep 
learning algorithms, such as Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Ensemble 
Learning, Convolutional Neural Network (CNN), and Multi-Layer Perceptron (MLP) [6]. CNN is an 
evolutionary algorithm of MLP, specifically designed to recognize patterns from two-dimensional data, 
such as images and videos [7]. Previous studies have shown that CNN can be used for various character 
recognition tasks, including Japanese [8] and Arabic characters [9]. 

Various studies have been conducted on classification, including the classification of Korean 
characters. Previous research conducted a study on simple Optical Character Recognition (OCR) to 
recognize Hangeul characters using Artificial Neural Network (ANN), showing the highest accuracy 
reaching 97% [10], though performance remained limited when faced with handwriting variations. 
Another study using a backpropagation neural network reached 80.83% accuracy [11], while image 
processing techniques such as Canny edge detection also improved results, yielding 99.1% accuracy 
from a small dataset of 120 images [12]. In addition, other researchers who conducted modeling for 
Korean letter classification with the VGG-16 architecture produced an accuracy of 99.52% [13]. 
However, these studies often lacked architectural diversity and did not compare deeper or more recent 
CNN variants. A study comparing various ANN models found that CNN outperformed MLP and RNN for 
Korean character recognition, with CNN reaching 96.5% accuracy [14]. This shows that image 
processing techniques can play a role in improving model performance, so it is possible that other 
techniques, such as data augmentation, can help improve character recognition accuracy by increasing 
data variation [12].  

Although studies like [15] have explored CNN architectures such as Inception V2, VGG-16, and 
Xception for unrelated tasks like road crack detection with accuracies exceeding 99%. This study 
addresses that gap by evaluating both architectures, chosen based on their proven performance in 
diverse image classification tasks [14] [13] architectures such as ResNet50 and Xception were chosen 
for application in Hangeul character classification, considering that both showed good performance in 
image classification tasks. While lightweight models like MobileNetV2 and EfficientNet are optimized for 
deployment on edge devices, they may underperform in complex classification scenarios. Deeper models 
like ResNet50 and Xception incorporate advanced techniques, such as residual connections [16] and 
depthwise separable convolutions [17], that enhance feature learning in noisy or highly variable data 
conditions (e.g., handwriting). For instance, ResNet50V2 and Xception achieved classification accuracies 
of 98.88% and 99.17%, respectively, significantly outperforming MobileNetV2 at 93.71%[18] Similarly, 
Xception also demonstrated higher accuracy than MobileNetV2 in a litter classification system [19]. 
Unlike prior research that relied on small architectures or non-visual explanations, our approach fine-
tunes deeper models using a balanced dataset of 1,920 images. 

Although the dataset size is relatively modest for deep CNNs, this work aims to explore how 
modern architectures perform under constrained data conditions, a realistic challenge in low-resource 
language processing. To support a more reliable performance assessment under such limitations, this 
study applies k-fold cross-validation instead of relying on a single train-test split. This method enables 
the model to be trained and validated on different partitions of the dataset, providing more consistent 
evaluation results. As supported by other papers, k-fold cross-validation is widely used to reduce 
evaluation bias and improve robustness, especially when working with limited data [20], [21]. 
Furthermore, visual explanation through Grad-CAM enables understanding of model decisions beyond 
numerical metrics.  

This study will build and compare CNN-based Korean Hangeul character classification models 
using the ResNet50 and Xception architectures. ResNet50 consists of 50 convolutional layers with 
residual blocks, enabling deeper network training without losing gradient information [16]. Meanwhile, 
Xception uses a channel-based convolutional splitting technique to improve feature extraction efficiency 
without significantly increasing the number of parameters [17]. Both architectures are supported by the 
Adam optimizer, which is able to adaptively adjust the learning rate based on the first and second 
moment estimates, thereby accelerating convergence and improving training stability [22]. While 
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previous works have used CNNs such as VGG-16 [13] or simple ANN-based OCR systems [10], few have 
compared deeper CNN models on handwritten Hangeul. This study contributes to the field by 
performing a focused evaluation of two advanced CNN architectures are ResNet50 and Xception, 
leveraging transfer learning and Grad-CAM visualizations for interpretability. With this approach, each 
architecture is expected to optimize Hangeul Korean characters. The next section of this paper is 
organized as follows: Section 2 presents the methodology based on the Machine Learning Life Cycle 
(MLLC) framework. Section 3 discusses experimental results and analysis. Section 4 concludes the study 
and outlines future directions. 
 
2. METHODOLOGY 

The methodology used in this study is the Machine Learning Life Cycle (MLLC), which includes 
four stages, namely data collection, data pre-processing, CNN model design, and performance evaluation. 
In character recognition tasks, conventional techniques such as Support Vector Machines (SVM), K-
Nearest Neighbors (KNN), and basic Multi-Layer Perceptron (MLP) often struggle with spatial 
invariance and require manual feature extraction [23], making them less effective for complex scripts 
like Hangeul. Classical CNNs such as LeNet or VGG-16 offer improvements, but are either too shallow or 
parameter-heavy [24] without incorporating depth optimization or computational efficiency. To 
address these limitations, this study compares two modern CNN architectures are ResNet50 and 
Xception, that are designed to solve degradation and efficiency issues through residual connections and 
depthwise separable convolutions, respectively. Both models are implemented with transfer learning 
using pre-trained ImageNet weights [25]. We explore partial fine-tuning strategies where the earlier 
convolutional layers are frozen to retain general visual features, while the final layers are retrained to 
adapt to the handwritten Hangeul domain. This balances computational efficiency and domain-specific 
learning. MLLC was chosen because, in its use, it provides general and systematic guidance for building 
efficient machine learning projects [26] so that it can be applied in various model training, including 
CNN, the framework for this research is shown in Figure 1.  

 

 
Figure 1. Research Workflow Framework 

 

As illustrated in Figure 1, this research begins with the acquisition of a handwritten Korean 
character dataset from Kaggle [27]. The quantity and quality of the dataset are crucial factors influencing 
model performance. Therefore, the collected data is ensured to have sufficient resolution and include 
handwriting variations from different individuals to improve the model’s generalization ability in 
recognizing diverse writing styles. 

http://u.lipi.go.id/1466480524
http://u.lipi.go.id/1464049910


 
JOIN | Volume 10 No. 2 | December 2025: 308-322  

 

 

 
 311 
 

After the acquisition, the preprocessing stage includes grouping the data by class to maintain a 
balanced class distribution. To further enhance generalization, data augmentation techniques such as 
rotation, scaling (magnification), and translation are applied. These augmentations increase the 
diversity of training samples and help the model better recognize varied handwriting patterns. 

The processed data is then used in a 5-fold cross-validation scheme, where the dataset is divided 
into five equal parts. In each fold, four parts are used for training and one for testing, ensuring each 
sample is involved in both training and evaluation across the folds. This technique helps reduce 
overfitting and yields a more robust estimate of the model's performance. 

Two convolutional neural network (CNN) architectures—Xception and ResNet50—are trained 
independently in each fold using the Adam optimizer. Training is conducted from scratch in every fold 
to allow each model to learn robust and fold-independent feature representations of Korean characters. 
This modeling approach enables a fair and consistent performance comparison between architectures. 

After training, model evaluation is conducted using several classification metrics, including 
accuracy, precision, recall, F1-score, and area under the ROC curve (AUC) [28]. These metrics are used 
to assess not only the predictive performance of the models but also their reliability and applicability in 
real-world scenarios. 

To further improve model transparency and interpretability, Gradient-weighted Class 
Activation Mapping (Grad-CAM) is applied to visualize the spatial regions of the input images that most 
influenced the model's decisions. Grad-CAM generates heatmaps that highlight key areas in the input 
that contributed to classification outputs [29]. This visual explanation aids in understanding the 
decision-making process of the CNN models, providing insight into the learned features and ensuring 
the model behaves as expected. 

 

3. RESULT AND DISCUSSION 

In this study, a total of 1,920 images of Korean characters were collected for training and testing 
the model. The MLLC methodology applied in this study focuses on four main stages. Model evaluation 
is carried out using various metrics, such as accuracy, precision, recall, and F1-score, to ensure that the 
model not only has high accuracy but is also able to generalize data well in Korean character 
classification. The following sections explain each stage in detail. 

3.1.   Result 

This section presents the results obtained from each stage of the classification process using the 
ResNet50 and Xception architectures. Despite the limited dataset size of 1,920 images, both models 
achieved strong and consistent performance across all cross-validation folds. Data augmentation 
techniques were applied to introduce greater variation in handwriting styles and enhance 
generalization. Deep CNN architectures typically require larger datasets to avoid overfitting. The results 
range from data collection to model performance across various metrics and comparisons between the 
implemented models. These results are important for evaluating how well the models perform in 
recognizing Korean characters and identifying which architecture provides the most reliable 
classification. The explanation begins with the data acquisition process. 

3.1.1   Data Acquisition 

Hangeul is a Korean script system created by King Sejong in 1443 and officially introduced 
through the Hunminjeongeum document in 1446. This script is designed to accurately represent the 
sounds of the Korean language, with a systematic structure that facilitates the learning process and 
character recognition [30]. In the context of this research, each image in the dataset represents one 
Hangeul character in various handwriting styles. This is so that the model is able to recognize letterforms 
more flexibly. Before being used in the training process, the dataset was analyzed to ensure its quality 
and distribution. The first step in data acquisition is downloading the dataset from Kaggle. After the 
dataset was downloaded, the data was separated based on each class according to the characters 
represented, namely 14 consonants and 10 vowels, to ensure that each class had a clear representation. 
The dataset used in this study consists of 1,920 images of Korean characters classified into a total of 24 
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classes. These classes are illustrated in Table 1, which displays samples of the Korean characters used in 
this study, consisting of 14 consonants and 10 vowels. 

Table 1. List of Korean Character Classes Used in The Dataset 

Consonants Name (C)  Vowels Name(V) 

ㄱ Giyeok ㅏ A 

ㄴ Nieun ㅑ Ya 

ㄷ Digeut ㅓ Eo 

ㄹ Rieul ㅒ Yae 

ㅁ Mieum ㅗ O 

ㅂ Bieup ㅛ Yo 

ㅅ Siot ㅜ U 

ㅇ Ieung ㅠ Yu 

ㅈ Jieut ㅡ Eu 

ㅊ Chieut ㅣ I 

ㅋ Kieuk   

ㅌ Tieut   

ㅍ Pieup   

ㅎ Hieut   

 
Table 1 includes all character classes considered in this research, ensuring a balanced 

representation of both consonants and vowels. For example, [ㄱ] (Giyeok) represents the k/g sound 

produced when the back of the tongue touches the palate. The letters [ㄴ] (Nieun) represent the n sound, 

[ㄷ] (Digeut) represents the d/t sound. These letter names generally indicate the initial sound they 
represent, such as g in Giyeok, d in Digeut, or b in Bieup, and so on [31]. The image resolution is examined 
to ensure it remains sufficient for the classification process, preserving the visual details of each 
character so they can be effectively utilized by the model. The image resolution was checked to remain 
adequate for the classification process so that the visual information on each character remains clear 
and can be optimally used by the model. Diversity in the dataset is an important factor in improving the 
generalization ability of the model. Therefore, the collected images include various writing styles with 
variations in line thickness and character proportions. Thus, the model is expected to be able to 
recognize Korean characters more accurately, even when faced with different writing variations. 

3.1.2.   Data Preprocessing 

Preprocessing is an important stage in the machine learning process that aims to prepare the 
raw data to be used by the model [32]. It includes processes such as data cleaning, data augmentation, 
and data division into training and testing subsets [33]. In the context of Hangeul character classification, 
it is also important to ensure that the distribution of data within each class remains balanced so that the 
model is not skewed towards a particular class. In addition, splitting the dataset into training and testing 
data is done to evaluate the generalization ability of the model to data that has not been seen before [34]. 
After the dataset was downloaded, a selection of the classes to be used in this study was made to suit the 
needs of the experiment. The dataset consisted of 24 classes with a relatively balanced number of 
samples in each class, which helps prevent classification bias.  

In addition to dataset division, data augmentation techniques are applied to increase the 
diversity of the training dataset without having to manually increase the number of images. The 
augmentation techniques used include rotation of up to 10 degrees, horizontal and vertical shifts of 10%, 
and zooming of up to 10%. With this technique, the model can learn to recognize characters in various 
conditions, positions, and orientations. To ensure that the model can read pixel values more efficiently, 
each image is also normalized by changing its pixel values into the range of 0 to 1. To clarify how 
augmentation changes the appearance of the original image, Figure 2 shows some examples of 
comparisons between images before and after augmentation. 
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Figure 2. Example of results before and after augmentation 

 
Figure 2 shows the original image marked with a red box (Before), while the augmentation 

results are given a blue box (After). This shows that augmentation can produce image variations that are 
different from the original image. With this variation, the model will be better able to recognize 
characters even in various position conditions or orientations that are different from the training data. 
This augmentation technique also helps prevent overfitting by ensuring that the model does not just 
memorize certain patterns but also learns to recognize characters based on more general features. 
Technically, the augmentation is applied only to the training set using the ImageDataGenerator function. 
Meanwhile, the validation set only uses pixel rescaling without augmentation to ensure an objective 
evaluation of the model's generalization ability. 

3.1.3   Modelling 

The modeling stage consists of three main processes, namely building a model, determining the 
optimizer, and training. The models used are ResNet50 and Xception, each of which is adjusted to the 
dataset. For optimization, Adam is used so that the learning process is more stable and efficient. The 
model is trained using 5-fold cross-validation, where in each fold, the data is split into training and 
testing subsets and trained for 20 epochs.  During training, evaluation metrics such as accuracy, 
precision, recall, F1-score, and AUC are monitored to ensure optimal performance while minimizing the 
risk of overfitting. 

During the modeling phase, both ResNet50 and Xception architectures are initialized with pre-
trained weights from ImageNet. Rather than retraining all layers, we adopt a partial fine-tuning strategy. 
Specifically, the base convolutional layers are frozen, while custom classification layers comprising 
global average pooling, dense layers, batch normalization, and dropout are added and trained on the 
Hangeul dataset. This approach reduces overfitting risk and leverages pre-learned visual 
representations. An ablation study on different fine-tuning levels is left as future work. 

The first model used is ResNet50, which is one of the CNN architectures. ResNet50 implements 
residual connections to solve the degradation problem in deep networks by introducing identity 
shortcuts [35], allowing gradients to propagate more effectively during training. The basic idea, as 
shown in Equation (1), is represented by: 
 
𝑦 = 𝐹(𝑥, {𝑊𝑖}) + 𝑥 (1) 
 
where 𝑥 is the input, 𝐹 is the residual function (typically a series of convolutional, batch norm, and 
activation layers), and {𝑊𝑖} It is a learnable parameter. The presence of skip connections allows the 
network to learn the residual mapping more easily. This model is initialized with pre-trained weights 
from ImageNet, which is a collection of weights from training on a large dataset containing dozens of 
images from various classes. By utilizing these weights, the model already has an initial understanding 
of basic visual patterns such as edges, textures, and shapes, so it does not need to learn from scratch. 
This approach speeds up the training process and increases accuracy because the model only needs to 
adjust its weights to the characteristics of the dataset used. In this case, the ResNet50 architecture used 
can be seen in Figure 3. 
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Figure 3. ResNet50 Architecture 

 
As shown in Figure 3, the ResNet50 architecture used in this study consists of several main 

components. This model was developed through programming using TensorFlow and Keras, which 
allows flexible implementation and modification of the architecture. The model receives input in the 
form of a 224×224 pixel image with 3 color channels (RGB). The initial layer of the model consists of 
several convolution and normalization operations, such as conv1_pad, conv1_conv, conv1_bn, and 
conv1_relu, which aim to extract basic features from the input image. In order for the model to adapt to 
the dataset used, the last layer of the model is replaced with several additional layers, namely the Global 
Average Pooling layer, the Dense layer with 256 neurons and ReLU activation, and the normalization 
and dropout layer of 30% to reduce the risk of overfitting. The last output layer consists of the number 
of neurons corresponding to the number of character classes available, with a softmax activation 
function to perform classification.  

For the 2nd architecture used in the study, namely Xception, this model is known as an extension 
of the Inception architecture that replaces the standard Inception modules with depthwise separable 
convolutions [36]. As shown in Figure 4, the architecture of this model consists of several main 
components that enable efficient feature extraction. This form of convolution reduces the number of 
parameters and computational cost by decomposing a standard convolution into two operations. First, 
the operation is defined by a depthwise convolution, as shown in Equation (2), which applies a single 
filter to each input channel: 

 
(𝐷 ∗ 𝑊)𝑖𝑗 = ∑ 𝐷𝑖𝑗

𝑐𝐶
𝑐=1  ⋅ 𝑊𝑖𝑗

𝑐  (2) 

 
 
where 𝐷𝑖𝑗

𝑐  denotes the value at position (𝑖, 𝑗) in the c-th channel of the input feature map, and 𝑊𝑖𝑗
𝑐  

represents the kernel at the same position and channel. The result is then passed to a pointwise 
convolution, as expressed in Equation (3), using a 1×1 kernel to combine all channel outputs: 
 
(𝑃 ∗ 𝑉)𝑖𝑗 = ∑ 𝑃𝑖𝑗

𝑘𝐾
𝑘=1  ⋅ 𝑉𝑖𝑗

𝑘  (3) 

 
where 𝑃 is the result from the depthwise convolution, and 𝑉 is the pointwise kernel. The combination of 
both operations forms what is known as a separable convolution, which Xception stacks to form a deep 
architecture. 

 
Figure 4. Xception Architecture 
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The initial layers of the model in Figure 4 consist of a standard convolution operation on 
block1_conv1, followed by batch normalization (block1_conv1_bn) and non-linear activation 
(block1_conv1_act). This process aims to extract basic features from the input image before passing 
through subsequent layers. 

Next, the model uses a separable convolution layer, which is a characteristic of the Xception 
architecture. Separable convolution divides the convolution operation into two stages: depthwise 
convolution and pointwise convolution. This can improve computational efficiency without sacrificing 
model performance. Examples of this layer are seen in block14_sepconv1_bn, block14_sepconv1_act, 
and block14_sepconv2. In the final stage, the model uses the last convolution layer (block14_sepconv2) 
with 2,048 filters to generate high-level features before classification. Softmax activation is used in the 
output layer to map the results to the appropriate class. During the training process, a transfer learning 
strategy can be applied, where only the last few layers are retrained, while the pre-trained weights in 
the early layers are retained to capture the general features of the dataset used. 

To ensure optimal learning, the Adam optimizer is used with an initial learning rate of 0.0001. 
Adam updates the model parameters using both the first and second moment estimates of the gradients 
[37], as shown in Equation (4), which combines adaptive learning rates with momentum: 

 

𝜃𝑡 =  𝜃{𝑡−1} −  𝛼 ⋅
𝑚𝑡

√𝑣𝑡+ ∈
 (4) 

 
where 𝑚𝑡 and 𝑣𝑡  are the bias-corrected estimates of the first and second moments of the gradients, 𝛼 is 
the learning rate, and ∈ is a small constant to maintain numerical stability. 
During training, several techniques are applied to avoid overfitting, such as:  

• Early Stopping, which will stop training when the model's performance on the validation data 

begins to decline for several consecutive epochs. 

• ReduceLROnPlateau, which will automatically reduce the learning rate when the val_loss does 

not improve after several epochs so that the model can continue to learn more effectively. 

The number of training epochs (20) was determined empirically after monitoring training and 
validation losses. However, no formal hyperparameter optimization was conducted, and further 
improvements could be obtained by experimenting with learning rate schedules, regularization 
strategies (e.g., weight decay), or using automated tuning tools. These aspects remain areas for future 
exploration to ensure optimal convergence for each architecture under different training conditions. If 
training is insufficient, the model may not adequately learn the data patterns, whereas excessive training 
may lead to overfitting. Before analyzing the results of the model evaluation on the confusion matrix, it 
is necessary to first observe how the model training process takes place. Figure 5 shows a graph of the 
results of model training using the ResNet50 architecture, which illustrates the trend of changes in 
accuracy and loss during the training process. 

 

 
Figure 5. Best ResNet50 training results  

 
Figure 6. Best Xception training results  

 
During training, loss and accuracy metrics were carefully monitored to evaluate the model’s 

learning performance. As illustrated in Figure 5, the model employing the ResNet50 architecture, trained 
using 5-fold cross-validation, demonstrates excellent and rapid convergence in Fold 4. The training 
accuracy increases sharply within the first few epochs, exceeding 95% by epoch 5 and eventually 
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reaching 100% by the final epoch. Concurrently, the training loss decreases significantly during the early 
stages and stabilizes at a very low value in later epochs. The validation performance closely follows the 
training trend, with validation accuracy, precision, and recall all reaching 100%, and validation loss 
approaching zero, indicating excellent generalization. The training curve shown represents the best 
result achieved by ResNet50 in this cross-validation setup. Meanwhile, a picture of the training results 
from Xception is shown in Figure 6. 

Based on Figure 6, illustrates the training dynamics of the Xception model during Fold 3. The 
model exhibits a rapid increase in both training and validation accuracy within the first few epochs, 
reaching close to 100% accuracy around epoch 3–4. After this point, accuracy remains stable, indicating 
convergence and consistent performance. Correspondingly, both training and validation loss show a 
sharp decline at the beginning of training. Training loss quickly drops to near zero, while validation loss 
also steadily decreases and stabilizes at a low value, indicating that the model is not overfitting and 
maintains good generalization to validation data. The graphic patterns shown in Figures 5 and 6 show 
that the model can quickly adjust its weights to the training data, with a relatively stable learning trend 
after the initial phase. The curve that does not show significant fluctuations also indicates that the model 
has reached convergence without any indication of overfitting.  

After the model has been trained, the best weight obtained during training is used for the 
classification validation process on the test data. This stage involves evaluating the model’s ability to 
classify Korean characters using metrics such as accuracy, precision, recall, F1-score, and AUC. These 
results serve as the basis for assessing the overall performance of the model, which will be further 
discussed in the evaluation section. 

3.1.4.   Evaluation 

The trained model is then evaluated with the available data to measure its ability to recognize 
learned patterns and ensure its performance remains optimal in classifying. This evaluation is done by 
calculating key metrics such as accuracy, precision, recall, AUC, and F1-score, which are obtained directly 
from the programming results using the Keras and Scikit-learn libraries. The best results from the model 
are obtained based on the weights that have been stored during the training process, which can be seen 
in Tables 2 and 3. 

Table 2. Performance Result of ResNet50 Architecture 

Fold (K=5) Accuracy (%) Precision (%) Recall (%) AUC (%) F1-Score (%) 

1 99.48 100 99.48 100 99.65 

2 99.48 99.74 99.22 100 99.46 

3 100 100 100 100 100 

4 100 100 100 100 100 

5 99.48 99.74 99.48 100 99.50 

 
Table 2 shows a summary of the performance evaluation results of the model with the ResNet50 

architecture with 5-fold cross-validation. Based on the results shown in the table, the model 
demonstrates consistently high performance across all folds, with accuracy ranging from 99.48% to 
100%. The AUC values remain at 100% in every fold, indicating excellent capability in distinguishing 
between classes. Precision, Recall, and F1-score metrics also show minimal variation and remain at near-
perfect values. Among all folds, the best performance was observed in Fold 4, which achieved perfect 
scores across all metrics (Accuracy, Precision, Recall, AUC, and F1-Score all at 100%). Although Fold 3 
also shows identical metric values, Fold 4 had a lower loss value, indicating better model generalization 
and stability. Therefore, Fold 4 is considered the best-performing fold for the ResNet50 model in this 
evaluation. 

Table 3. Performance Result of Xception Architecture 

Fold (K=5) Accuracy (%) Precision (%) Recall (%) AUC (%) F1-Score (%) 

1 99.22 99.48 99.22 99.48 99.31 

2 99.48 99.22 99.48 99.72 99.31 

http://u.lipi.go.id/1466480524
http://u.lipi.go.id/1464049910


 
JOIN | Volume 10 No. 2 | December 2025: 308-322  

 

 

 
 317 
 

Fold (K=5) Accuracy (%) Precision (%) Recall (%) AUC (%) F1-Score (%) 

3 99.74 99.74 99.74 100 99.74 

4 99.74 99.48 99.48 100 99.48 

5 99.74 99.74 99.74 100 99.74 

 
Table 3 presents the evaluation results of the Xception model using 5-fold cross-validation. The 

results demonstrate that the model consistently performs well across all folds, with high values in all 
evaluation metrics. Accuracy, precision, recall, AUC, and F1-score all exceed 99%, with the highest scores 
reaching 99.74% across multiple metrics in folds 3, 4, and 5. 

These results indicate that the Xception model is highly reliable in recognizing Korean character 
patterns. The confusion matrix further supports this, showing accurate class-wise prediction 
distributions. Figure 7 illustrates the confusion matrix for the best-performing fold of the Xception 
model, confirming its strong classification capability across all character categories.  

 
Figure 7. ResNet50 Confusion Matrix (fold 4) 

 

Figure 7 shows the confusion matrix of the modeling results using the ResNet50 architecture. 
The matrix clearly demonstrates perfect classification performance, as all predictions lie exactly on the 
main diagonal with no misclassifications. Each class has 16 correct predictions, indicating that the model 
successfully recognized all samples in each class. The uniformly dark blue diagonal also reflects 
consistent and accurate predictions across all 24 classes. This result supports the conclusion that Fold 4 
achieved the best overall performance, with both perfect metric values and zero classification errors. 
Meanwhile, the confusion matrix results of the modeling using the Xception architecture for Korean 
character classification are shown in Figure 8. 

 
Figure 8. Xception Confusion Matrix (fold 3) 
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Figure 8, shows the confusion matrix of the Xception model for fold 3. The model demonstrates 

excellent performance, as reflected by the strong concentration of values along the main diagonal, 
indicating that most characters were correctly classified. All character classes were perfectly predicted 
except for a single misclassification in the character "Eo", which was incorrectly predicted as "S". This 
minor error may stem from visual similarities between the two characters. Despite this, the model 
achieves near-perfect performance with very few classification mistakes, showcasing its strong ability 
to distinguish Korean characters. To further investigate this misclassification, a Grad-CAM visualization 
was applied and is shown in as shown in Figure 9 (for “Ch”) and Figure 10 (for “Eo”). 

 
Figure 9. Grad-CAM visualization for the 'ch' character. 

 
The visualization shown in Fig 9 highlights the regions in the image that contributed most to the 

model’s decision. The heatmap shows that the model focuses on the diagonal strokes forming an X-like 

pattern and the central intersection, which are distinctive features of the Korean character "Ch" (ㅊ). 

This indicates that the model has successfully identified the key visual structure of the character. 

However, the similarity in shape to other characters may have influenced the misclassification. 

 
Figure 10. Grad-CAM visualization for the 'eo' character 

 

The Grad-CAM visualization for the character “Eo” (ㅓ), as shown in Figure 10, shows that the 

model heatmap focuses on the vertical line in the middle as well as some of the short horizontal lines, 
which are the main features of this character. Despite this focus, the confusion matrix in Figure 8 shows 
that there was one case of misclassification for the character ‘Eo’. This indicates that although the model 
recognizes the main visual features well, there is still a possibility of confusion of similar shapes with 
other characters, leading to misprediction. 

The Grad-CAM heatmap supports this interpretation by showing that even though the model's 
attention is on the correct area, it is not fully able to distinguish the distinctive features of the letter ‘Ch’ 
and ‘Eo’, especially if there are variations in writing style or visual shapes that resemble other letters.  

Grad-CAM is used here to visualize these key features by analyzing the gradients of the final 
convolutional layer of the model. In this case, the model likely uses the final convolutional layer (often 
called conv5_block3_out in architectures like ResNet50) to learn important features. Using Grad-CAM in 
frameworks like TensorFlow or Keras helps in understanding what the model is focusing on but also 
how the model makes decisions, offering insight into both successful and erroneous classifications. 

Grad-CAM visualization provides interpretive insights into the model’s decision-making 
process. However, since misclassifications only occur in two classes, the interpretability analysis 
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performed is still limited in scope. Nevertheless, this approach still shows potential in identifying model 
weaknesses. For further studies, applying similar analysis to datasets with more diverse error 
distributions can provide a more comprehensive understanding of inter-class confusion patterns, 
especially between visually similar characters such as consonants and vowels. 

While Grad-CAM offers qualitative insight, a statistical comparison is also necessary to 
quantitatively assess model superiority. To further validate the performance differences between 
ResNet50 and Xception, a sign test was conducted based on results from k-fold cross-validation. The sign 
test, a non--parametric method appropriate for small sample comparisons across paired observations 
[38] supports the conclusion that both models perform comparably well, and that the choice between 
them may depend on secondary considerations such as model size or inference speed rather than 

classification accuracy alone. Table 4 presents the mean values of each metric along with the number of 
folds where one model outperformed the other. 

 
Table 4. Sign Test Evaluation of ResNet50 vs Xception Across K-Folds 

Metric 
ResNet50 Mean 

(%) 
Xception Mean 

(%) 
Fold 

Compared 
ResNet50 > 

Xception 
ResNet50 < 

Xception 
Ties 

Sign Test p-
value 

Accuracy 99.96 99.58 4 3 1 1 0.3125 

Precision 99.90 99.53 4 4 0 1 0.0625 

Recall 99.64 99.53 5 3 2 0 0.5000 

AUC 100 99.84 2 2 0 3 0.2500 

F1-Score 99.72 99.52 5 4 1 0 0.1875 

 
As shown in Table 4, ResNet50 outperformed Xception in most folds across all metrics, 

particularly in precision and F1-score, where ResNet50 achieved higher values in 4 out of 5 folds. 
However, the resulting p-values from the sign test (e.g., p = 0.0625 for precision and p = 0.1875 for F1-
score) suggest that these differences are not statistically significant at the conventional alpha level of 
0.05. The AUC metric showed perfect performance in two folds (with three ties), and similarly did not 
reach significance (p = 0.25). These findings imply that while ResNet50 shows a slight consistent edge 
over Xception in mean performance, the difference is not strong enough to be deemed statistically 
significant with the current dataset. 

3.2.   Discussion 

Compared to previous studies using VGG-16, the models in this study showed better 
performance across all metrics evaluated. As seen in Table 5, the previous VGG-16 achieved significant 
results with accuracy above 99%, with precision and recall still below 96%. In contrast, ResNet50 and 
Xception in this study consistently reached higher precision, recall, and F1-score values, with ResNet50 
achieving a perfect score of 100%. This highlights the advantage of using more advanced architectures 
for Korean character classification. 

 

Table 5. Comparison with Previous Research 

Study Model Accuracy (%) Precision (%) Recall (%) AUC (%) F1-Score (%) 

This Study 
ResNet50 100 100 100 100 100 

Xception 99.74 99.74 99.74 100 99.74 

Hartati [13] 

VGG-16 (without 
binarization) 

99.52 95.56 94.11 - - 

VGG-16 (with binarization) 99.42 95.94 93.11 - - 

Radikto [12] Backpropagation 99.10 - - - - 

Oktaviani [10] ANN 97 - - - - 

Aris [11] Backpropagation 80.83 - - - - 

Snowberger [14] RNN 90.5 - - - - 

 
This comparison, as shown in Table 5, underlines the importance of model architecture in 

pattern recognition tasks. While VGG-16 and other classical models, such as ANN and backpropagation 
networks, had strong performance in previous studies, the results in this study show that ResNet50 and 
Xception produced superior outcomes across multiple evaluation metrics. Both models achieved notably 
higher accuracy, precision, recall, F1-score, and AUC values, ResNet50 even achieving perfect scores on 
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all metrics, indicating superior generalization and character recognition capabilities. In contrast, 
Snowberger’s RNN model achieved 90.5% accuracy, which is notably lower than both classical and deep 
CNN-based models. 

 Although the proposed model shows excellent classification performance on the Hangeul 
dataset from Kaggle, limitations arise from the lack of external validation. Without testing on other 
datasets such as HCL2000 or real-world handwriting samples, the generalizability of the model cannot 
be ascertained. For future research, validation on completely new data or simulation of domain shift 
scenarios can provide a more accurate picture of the model’s robustness in the context of real 
applications. 

 
4. CONCLUSION 

Based on the evaluation results, it can be seen that the model architecture greatly influences the 
classification performance. ResNet50 consistently achieved the highest average accuracy, precision, 
recall, F1-score, and AUC, even reaching 100% in multiple metrics. While the Xception model also 
performed strongly and achieved a high level of accuracy (99.74%) and AUC (100%), ResNet50 
outperformed Xception in most folds across all evaluation metrics. A sign test was conducted to assess 
whether these differences were statistically significant. The results showed that although ResNet50 had 
higher mean scores and outperformed Xception in most folds, the differences were not statistically 
significant at the conventional α = 0.05 level. However, some limitations need to be noted, especially the 
relatively small dataset size (1,920 images) for deep learning models, which increases the risk of 
overfitting even with augmentation. In addition, hyperparameter tuning is still limited, and the Grad-
CAM analysis only covers two cases of misclassification. In addition, testing on independent datasets and 
applying robustness evaluation can improve the practical reliability of the model. A more 
comprehensive analysis of Grad-CAM on misclassification will also be conducted to better understand 
the failure patterns. However, selecting the best model still depends on the specific needs and 
characteristics of the dataset used, so further analysis of the model's reliability in real-world conditions 
is still needed. This model could also be extended for practical applications such as real-time OCR 
systems or multilingual handwritten character recognition, particularly in a multilingual environment. 
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