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Automatic text summarization (ATS) has become an essential task for 
processing huge amounts of information efficiently. ATS has been 
extensively studied in resource-rich languages like English, but research 
on summarization for under-resourced languages, such as Bahasa 
Indonesia, is still limited. Indonesian presents unique linguistic 
challenges, including its agglutinative structure, borrowed vocabulary, 
and limited availability of high-quality training data. This study 
conducts a comparative evaluation of extractive, abstractive, and hybrid 
models for Indonesian text summarization, utilizing the IndoSum 
dataset which contains 20,000 text-summary pairs. We tested several 
models including LSA (Latent Semantic Analysis), LexRank, T5, and 
BART, to assess their effectiveness in generating summaries. The results 
show that the LexRank+BERT hybrid model outperforms traditional 
extractive methods, achieving better ROUGE precision, recall, and F-
measure scores. Among the abstractive methods, the T5-Large model 
demonstrated the best performance, producing more coherent and 
semantically rich summaries compared to other models. These findings 
suggest that hybrid and abstractive approaches are better suited for 
Indonesian text summarization, especially when leveraging large-scale 
pre-trained language models. 
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1. INTRODUCTION 

Text summarization plays a crucial role in information retrieval and management because the 
methods enable users to quickly grasp the essence of large volumes of text while saving time and 
enhancing comprehension. Without summarization, individuals may struggle to extract key information 
from large volumes of text, leading to wasted time, decreased comprehension, and the potential for them 
to overlook key details [1], [2].  As effective text summarization techniques evolve, they improve 
information retrieval and pave the way for more advanced applications in various fields, such as news 
reporting, academic research, legal documentation, and social media. News article summarization, for 
example, allows readers to stay informed on current events without having to read lengthy articles, 
providing concise overviews that highlight the main points [3]. In academic settings, summarization aids 
students and researchers in distilling complex information into manageable insights, facilitating better 
understanding and retention of key concepts. Social media summarization provides users with quick 
insights into trending topics, allowing them to grasp the key discussions and opinions without sifting 
through countless posts [4]. 
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The problem with text summarization is selecting which algorithm performs best to tackle the 
underlying tasks. The common approaches to automatic text summarization are extractive, abstractive, 
and hybrid [5][6]. Determining the most effective approach for text summarization is not a trivial issue 
because each approach has different characteristics. The extractive approach is based on selecting 
essential sentences from the original text, maintaining coherence but lacking flexibility [7]. In contrast, 
the abstractive approach focuses on a deep understanding of the document and re-state the ideas in new 
sentences that may have different structures [8]. The hybrid approach combines both extractive and 
abstractive methods, aiming to leverage the strengths of each [6][9]. 

In the context of Bahasa Indonesia, abstractive and extractive text summarization methods have 
been explored, with varying results. Conventional extractive techniques such as LexRank, Latent 
Semantic Analysis (LSA), and PageRank have been observed to produce ROUGE scores ranging from 0.38 
to 0.64 [10][11]. Although abstractive techniques have not been extensively studied in-depth, there are 
works using the T5 and GPT-2 models that results in ROUGE scores of 0.61 and 0.51. Researchers have 
proposed improvements to these models, suggesting bias reduction in the generated summaries, the 
implementation of pre-processing steps, and the use of more powerful hardware for training on large 
datasets [12][13]. 

Despite these advances, there remain challenges in finding the most effective combination of 
summarization techniques, particularly for Indonesian-language texts. Continuous research is needed 
to evaluate and compare various new methods to find the optimal solution. Summarizing texts in Bahasa 
Indonesia presents unique challenges due to linguistic complexities, such as its agglutinative structure, 
flexible word order, and the use of borrowed words from various languages (e.g., Dutch, Javanese, and 
Arabic). Furthermore, observation of texts in Bahasa Indonesia poses specific challenges, particularly 
due to the limited availability of resources compared to widely spoken languages such as English. 
Recently, the IndoSum dataset, which contains 20,000 text-summary pairs, has emerged as the largest 
resource for Indonesian text summarization research. Several studies have utilized this dataset such as 
those conducted by [14][15], but further efforts are needed both to expand the dataset and to evaluate 
new methods to achieve better summarization performance. 

The preceding paragraphs emphasize the needs to explore automatic summarization of 
Indonesian language texts. Investigations is required into unexplored abstractive summarization 
methods and technical improvements to explored methods such as in the finetuning process following 
suggestions of previous studies [12]. This study builds on the success of models like BART and T5-Large, 
which have demonstrated superior performance in English summarization tasks [8][15][16], but remain 
under-explored for Bahasa Indonesia. This paper presents a study that addresses this research gap by 
examining extractive and abstractive methods on the IndoSum dataset. To further complete the study, 
observations were also made on a hybrid model that combines the both extractive and abstractive 
methods. Hence, this paper contributes in determining which algorithms that work best to conduct 
summarization of Indonesian texts by investigating various models, i.e. abstractive, extractive and 
hybrid. Several methods have not been tested on texts in Bahasa Indonesia, so this work is novel in its 
scope. 

The rest of the paper is organized as follows: In Section 2, we describe the methodology of the 
study, detailing the dataset used, pre-processing steps, and the configurations of the extractive, 
abstractive, and hybrid models employed for summarization. Section 3 presents the results and 
discussion, divided into two subsections: the first discusses the performance of extractive and hybrid 
models, while the second focuses on the results of abstractive models. Finally, Section 4 provides the 
conclusion, summarizing the key findings of the research and offering insights for future work in 
improving the performance and application of text summarization for Indonesian-language texts. 
 
2. METHOD 

This research was conducted in four main stages as illustrated in the methodological framework 
in Figure 1. The first stage involved selecting the dataset, which used the IndoSum dataset comprising 
20,000 articles with corresponding gold-standard summaries [16]. The second stage was pre-processing 
to ensure the text is clean, consistent, valid, and ready for analysis [17][18]. The effectiveness of the pre-
processing steps is expected to improve the performance of text summarization [19]. Pre-processing 
activities include removing unwanted characters, tokenization, text normalization, and stop word 
removal. 
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Figure 1. Research Method 

 
 The third stage focused on testing various extractive, abstractive, and hybrid models. Testing is 
carried out on identical datasets, which aims to ensure that the experimental conditions for each method 
were consistent. During the testing process, information is collected about the effectiveness, accuracy, 
and relevance of the summarization produced by each model. The methods tested are LSA (latent 
semantic analysis) and LexRank for extractive summarization models, T5 (Text-To-Text Transfer 
Transformer) and BART (Bidirectional and Auto-Regressive Transformers) for abstractive 
summarization models, and a combination of LSA+TF-IDF (Term Frequency-Index Document 
Frequency) and Lexrank+BERT (Bidirectional Encoder Representation from Transformer) methods for 
hybrid models. 
 In addition, this study tested the T5-Large model, which had not previously been used for 
Indonesian text summarization. The parameters used in the tests included 6 epochs with a batch size of 
4, an input length of 512 tokens, a summary length of 128 tokens, and optimization using the AdamW 
method with a learning rate of 1e-4. Although T5-base is lighter and faster in training T5-Large was 
chosen due to its ability to capture complex data structures, which can improve performance despite 
higher computing resource requirements. The T5-large method has a number of parameters of 737 
million and a model estimation size of 2.9 gigabytes (GB) in training in this study.  
 This study tested the BART model that can be used to generate new text summaries by feeding 
input text into a pre-defined summarization pipeline. The objective function describes the modeling 
training process, where many hyperparameters are randomly selected within a certain range. In this 
study, a learning rate in the interval 1e-5 to 1e-4 was used. While the per_device_train_batch_size 
parameter was selected one from the values {8, 16, 32} and gradient_cumulation_steps was selected one 
from the set of values {2, 4, 8}. Hyperparameter optimization was performed with Optuna to determine 
at which values the hyperparameters were set, either for the learning rate, per device train batch size, 
or 32, and gradient_cumulation_steps. In addition, other parameters use fixed values and are not applied 
to the optimization process, for example epochs at a value of 3, per device eval batch size of 8, weight 
decay of 0.01, save total limit of 2. Furthermore, the predict with generate value is set to active (True) 
and FP16 is set to active (True) to speed up training using 16-bit floating point. After determining the 
optimal hyperparameters with a series of iterations, Optuna continues with the final training of the 
model using these hyperparameters. 
 This study tested the hybrid LSA+TF-IDF and Lexrank+BERT models to correct errors and 
improve the quality of the summary by utilizing the strengths of each model. The LSA method consists 
of three main steps, namely creating an input matrix, using singular value decomposition (SVD), and 
selecting sentences. The input document is represented by a matrix as a column representing a sentence, 
a row representing a word, and each cell indicating the importance of the word in the sentence. The 
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improvement of the LSA model is done by combining TF-IDF. Lexrank+BERT improves the weaknesses 
of the traditional Lexrank model by adding key extraction and combination scores to improve the 
relevance and coverage of the summary. After tokenization, keywords are extracted using keyBERT with 
the aim of helping to identify important words. The formation of a combination score is done by 
combining the LexRank score with the sentence position score and the presence of keywords previously 
done using keyBERT. 
 Evaluation of summary results from various techniques can use various criteria such as clarity, 
summary length, and accuracy. In this study, the evaluation was carried out using the ROUGE (Recall-
Oriented Understudy for Disposition Evaluation) metric which is widely used and accepted as a measure 
of text summary quality [20]. ROUGE-N assesses the similarity between the automatic summary and the 
reference summary using n-grams, with “N” indicating the size of the n-grams used. Quite popular n 
values are 1 and 2 which produce the ROUGE-1 and ROUGE-2 metrics, which respectively evaluate the 
number of unigrams (individual words) and bigrams (adjacent word pairs) that match between the 
automatic summary results and the reference summary. The formula for determining ROUGE-N is stated 
in equation (1) where gramn refers to n-grams and and countMatch(gramn) is the largest number of n-
grams that appear together in the generated summary and the reference summary [21][22]. 
 
𝑅𝑂𝑈𝐺𝐸 − 𝑁 =

∑ ∑ 𝑐𝑜𝑢𝑛𝑡𝑀𝑎𝑡𝑐ℎ(𝑔𝑟𝑎𝑚𝑛)𝑔𝑟𝑎𝑚𝑛∈𝑠𝑠𝜖 𝑅𝑒𝑓𝑠𝑢𝑚

∑ ∑ 𝑐𝑜𝑢𝑛𝑡(𝑔𝑟𝑎𝑚𝑛)𝑔𝑟𝑎𝑚𝑛∈𝑠𝑠𝜖 {𝑅𝑒𝑓𝑠𝑢𝑚}
 (1) 

  
The performance evaluation of the summarization method is also carried out using the ROUGE-

L method, where L indicates the use of the Longest Common Sequence (LCS) technique, namely the 
number of consecutive word sequences in the summary. This metric offers a more refined assessment 
of the structural similarity between two texts. The calculation of ROUGE-L can be done using the formula 
in equation (2), where the LCS term (S, S') indicates how much the longest word sequence is the same 
between the automatic summary results and the reference summary [21][22].  
 

𝑅𝑂𝑈𝐺𝐸 − 𝐿 =
∑ 𝐿𝐶𝑆(𝑆,𝑠𝜖 𝑅𝑒𝑓𝑠𝑢𝑚 𝑆′)

∑ 𝑙𝑒𝑛𝑔𝑡ℎ(𝑆𝑠𝜖{ 𝑅𝑒𝑓𝑠𝑢𝑚} )
 (2) 

 
Both ROUGE metrics (namely ROUGE-N and ROUGE-L) calculate precision, recall, and F-measure, which 
are the main components in evaluating model performance. Equations (3) to (5) show the formulas in 
determining these three metrics. 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  

𝐶𝑜𝑟𝑟𝑒𝑐𝑡

𝐶𝑜𝑟𝑟𝑒𝑐𝑡+𝑊𝑟𝑜𝑛𝑔
 (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝐶𝑜𝑟𝑟𝑒𝑐𝑡

𝐶𝑜𝑟𝑟𝑒𝑐𝑡+𝑀𝑖𝑠𝑠𝑒𝑑
 (4) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
 (5) 

 
 
3. RESULT AND DISCUSSION 

This section discusses the comparative analysis of the performance of several proposed 
approaches. The analysis is mainly conducted on the performance of the hybrid model and the 
abstractive model. Both methods have not been widely explored for the process of summarizing 
Indonesian text. 

3.1.   Extractive and Hybrid Models 

 The first experiment was conducted on the extractive and hybrid models using a sample of 
20,000 articles evaluated using the ROUGE-1, ROUGE-2, and ROUGE-L metrics. The results are shown in 
Table 1 and Table 2. The table shows that the hybrid LSA+TF-IDF model outperforms the single LSA 
method. The application of the hybrid model gives higher scores in all ROUGE metrics. The value of this 
metric indicates that the resulting summary covers most of the words in the original document. The 
superiority of the hybrid model is reinforced by the results of observations on the hybrid Lexrank+BERT 
method which shows better summarization results than the Lexrank method alone. The hybrid model 
gives higher metric values for all precision, recall, and F-Measure values. 
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Table 1. ROUGE-1 and ROUGE-2 for hybrid models 

 
ROUGE-1 ROUGE-2 

P R F P R F 
LSA 0.3648 0.6193 0.4524 0.2771 0.4789 0.3460 
LSA+TF-IDF 0.6445 0.8055 0.6296 0.5096 0.6616 0.5418 
Lexrank 0.3695 0.5992 0.4493 0.2734 0.4530 0.3353 
Lexrank+BERT 0.6943 0.7084 0.6935 0.5473 0.5649 0.5560 

 
Table 2. ROUGE-L for hybrid models 

 
ROUGE-L 

P R F 

LSA 0.3181 0.5428 0.3953 
LSA+TF-IDF 0.5583 0.6855 0.5945 
Lexrank 0.2793 0.4582 0.3411 
Lexrank+BERT 0.5665 0.5849 0.6260 

 
The results in Table 1 and Table 2 show that the LSA method yielded modest results in text 

summarization, with a ROUGE precision in the range from 0.2771 to 0.3648, a recall in the range of 
0.4789 to 0.6193, and an F-measure in the range of 0.3460 to 0.4524. This indicates that LSA captures 
some key features but struggles to maintain a balance between precision and recall, especially in 
generating concise summaries. When combining LSA with TF-IDF, the performance significantly 
improved. The ROUGE precision rose to the range between 0.5096 and 0.6445, and the precision rose to 
the range between 0.6616 and 0.8055, and the F-measure in the range between 0.5418 and 0.6296. This 
improvement suggests that incorporating TF-IDF helps enhance the extraction of relevant content, 
leading to better summarization performance. 

LexRank showed moderate performance, similar to LSA. The ROUGE precision for Lexrank was 
in the range from 0.2734 to 0.3695, the recall was in the range from 0.4530 to 0.5992, and the F-measure 
was in the range from 0.3353 to 0.4493. Lexrank’s performance was close to LSA, indicating that it 
effectively identifies important sentences but with limited improvement over the basic LSA model. The 
combination of Lexrank and BERT yielded the best results among all the methods. The ROUGE precision 
was in the range of 0.5473 to 0.6943, with a recall in the range of 0.5473 to 0.7084, and an F-measure in 
the range of 0.5560 to 0.6935. These results indicate that combining LexRank with BERT leads to better 
summarization by improving both precision and recall in identifying key content. 

3.2.   Abstractive Models 

 The second experiment evaluated abstractive models using the T5-Base, T5-Large, and BART 
models. The experiment used 20,000 data points, of which 75% were used for training, and the 
remaining for validation and testing. 
 The training process was carried out using PyTorch Lightning which facilitates the 
determination of specifications for various functions such as training steps, validation steps, and testing 
steps. All steps are required in the training activity in a structured manner. The training process utilizes 
the ModelCheckPoint function which stores the most optimal model during training so that the best 
model can be obtained. The model with the best parameters has minimum validation loss. In addition, 
TensorBoardLogger is used to display a visual depiction of the training process to assist the process of 
model analysis and improvement. 
 The use of models in PyTorch Lightning facilitates the specification of certain functions such as 
training steps (training_step), validation (validation_step), and testing (test_step), all of which play a role 
in an efficient and structured training procedure. The use of the ModelCheckPoint callback guarantees 
the most optimal model storage considering the minimum validation loss value, while 
TensorBoardLogger offers a visual representation of the training process, helping in the analysis and 
improvement of the model. After the model is trained, the inference process is carried out on the 
validation data to generate text summaries. 
 The training of the BART and T5 models is carried out in 6 epochs. Figure 2 shows how the 
validation loss value changes in each epoch for the training of the T5-Large model (figure 2.a) and the 
training of the BART model (figure 2.b). It can be seen that the models improve as the training process 
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progresses. Training is stopped at 6 epochs because the models obtained with larger epochs no longer 
produce significantly better summarization performance. 
  
 

 
 

(a) (b) 
 

Figure 2. Model training (a) T5-large (b) BART 

 
After the training process is complete, the model is tested using 25% of the data from the 

dataset. Table 3 shows the evaluation metric values of ROUGE-1 and ROUGE-2 against the automatic 
summarization results compared to the reference summary. While Table 4 shows the metric values for 
ROUGE-L. For the three metrics, the Precision, Recall and F-Measure values are presented. 
 

Table 3. R-1 and R-2 for abstractive summarization 

 
ROUGE-1 ROUGE-2 

P R F P R F 
T5-Base 0.7246 0.7277 0.7231 0.6573 0.6597 0.6557 
T5-Large 0.7647 0.7876 0.7786 0.6864 0.6145 0.6153 
BART 0.6208 0.5886 0.5686 0.5852 0.5413 0.5268 

 
Table 4. ROUGE-L for abstractive summarization 

 
ROUGE-L 

P R F 
T5-Base 0.6958 0.6979 0.6940 
T5-Large 0.7278 0.74450 0.7507 
BART 0.5722 0.5754 0.5576 

 
Table 3 and Table 4 show that the T5-Base model exhibited strong performance across the 

metrics, especially in terms of precision and recall. It achieved a precision in the range of 0.6573 to 
0.7246, a recall in the range of 0.6579 to 0.7277, and an F-measure in the range between 0.6557 and 
0.7231. These results suggest that T5-Base is generally effective in both generating relevant and 
comprehensive summaries, hitting a good balance between precision and recall. 

The T5-Large model, a more advanced version of T5-Base, outperformed T5-Base in most 
metrics. The model achieved a precision in the range of 0.6864 to 0.7647, a recall in the range of 0.6145 
to 0.7876, and an F-measure in the range from 0.6153 to 0.7786. The results show significant 
improvement in precision and recall over the base model. However, in ROUGE-2, while the precision was 
still high at 0.6864, the recall and F-Measure dropped to about 0.61. This indicates that T5-Large 
generates more accurate summaries, but may struggle to cover all relevant content, especially for longer 
or more complex texts. 

The BART model performed slightly below the T5 models. The results suggest that BART may 
be capable of generating decent summaries. However, it is less effective than both versions of T5, 
particularly in achieving precision and recall. BART showed lower overall performance suggesting that 
it may struggle to produce summaries that are as comprehensive or accurate as the T5 models. 

3.3.  Discussion 

The results show that the combination of Lexrank and BERT yields the best results among 
extractive and hybrid models. This phenomenon is due to the complementary strengths of both models. 
Lexrank is good at extractive summarization. It is a graph-based algorithm that effectively ranks 
sentences by measuring their lexical similarity [23], drawing inspiration from Google's PageRank. While 
it excels in identifying salient sentences for text summarization, its reliance on lexical similarity can limit 
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its ability to capture deeper semantic meanings, potentially leading to less precise sentence 
selection[24]. On the other hand, BERT is a deep learning model that excels in understanding the 
semantic context of words within sentences. Unlike traditional approaches that only consider word-level 
relationships, BERT captures the meaning of words in context by analyzing entire sentence structures. 
The attention mechanisms in BERT enable it to discern relationships between words and their roles in 
sentences, contributing to its ability to understand nuanced meanings [25], [26]. By combining the 
graph-based approach of Lexrank with BERT’s powerful semantic understanding, the summarization 
becomes both more comprehensive and accurate. BERT’s contextual embeddings refine Lexrank’s 
sentence rankings, ensuring that the selected sentences are not only important but also semantically 
rich and relevant to the summary. This statement agrees with [27] that stated that the combination of 
LexRank and BERT outperforms traditional methods, as BERT enhances the representation of sentences, 
leading to more coherent and comprehensive summaries. 

Among abstractive models under investigations, the performance of the T5 models (T5-Base 
and T5-Large) is superior over BART. This may be explained by differences in their architectures, 
training strategies, and objectives, which impact how effectively they handle text summarization tasks. 
The T5 (Text-to-Text Transfer Transformer) model exemplifies a unified approach to natural language 
processing (NLP) by framing all tasks as text-to-text problems [28]. This design allows T5 to generalize 
effectively across various NLP tasks, including summarization, question answering, and text 
classification [29]. BART (Bidirectional and Auto-Regressive Transformers) employs a denoising 
autoencoder objective, which effectively reconstructs corrupted text sequences [30]. While this 
approach excels in text generation tasks, it does not explicitly emphasize span prediction, which is 
crucial for certain applications [31] where understanding and predicting spans is critical such as 
question answering and abstractive summarization. The T5 models’ text-to-text formulation and focus 
on directly generating sequences make them better suited for abstractive summarization compared to 
BART’s emphasis on reconstructing corrupted inputs. 

This study provides better metric values than several previous studies that have been observed. 
The model with larger parameters applied in summarizing Indonesian text shows better results with 
rouge-1 and ROUGE-2 metric values of 0.7647 and 0.7876 respectively, while previous research by [12] 
using T5-base with fewer parameters and smaller training data produced summarization with ROUGE-
1 of 0.61 and ROUGE-2 of 0.51. These results emphasize the importance of the number of model 
parameters and dataset size in influencing the performance of the summarization model. This statement 
is in line with findings in other studies that show an increase in summary quality with the use of larger 
datasets as shown in research with the BBC News dataset [32][33]. In this study, the ROUGE-1 and 
ROUGE-2 scores, which were initially 0.45 and 0.26, could be increased to 0.69 and 0.59 after using a 
larger dataset. 

 
4. CONCLUSION 

This study presents a comparative evaluation of extractive, abstractive, and hybrid models for 
automatic text summarization. The presentation is an effort to solve the problem of selecting best 
algorithms or models to conduct summarization of texts in Bahasa Indonesia using the IndoSum dataset 
as samples. The results show that the hybrid models, particularly the LexRank+BERT model, outperform 
traditional extractive methods in terms of ROUGE precision, recall, and F-measure. In contrast, the 
abstractive models, especially T5-Large, showcased superior results, generating more coherent and 
semantically rich summaries compared to other approaches. The comparison of T5 and BART models 
highlighted that the T5 framework, with its text-to-text formulation, was better suited for 
summarization tasks.  

The findings show the importance of combining extractive and abstractive techniques to 
optimize summary quality. Moreover, the results underline the effect of model size and training data 
volume in improving summarization performance for supervised models. Future work could focus on 
further optimization of hybrid and abstractive models, as well as using larger datasets and exploring 
new architectures. Potential future works include fine-tuning pre-trained models like T5 and BART 
specifically for Indonesian texts which may yield better results in abstractive summarization tasks. 
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