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Road damage can occur everywhere. Potholes are one of the most
common types of road damage. Previous research that used images as
input for pothole detection used the Faster Regional Convolutional
Neural Network (R-CNN) method. It has a large inference time because
it is a two-stage detection method. The object detection method
requires post-processing for its detection results to save only the best
prediction from the method, namely, non-maximum suppression
(NMS). However, the original NMS could not properly detect small, far,
and two objects close to each other. Therefore, this research uses the

Keywords: YOLOv7 method as the object detection method because it has better
Cluster NMS mean Average Precision (mAP) results and alower inference time than
NMS other object detection methods; with an improved NMS method,
Object detection namely Cluster Weighted Distance Intersection over Union (DIoU)
Pothole NMS (CWD-NMS), to solve small or close potholes. When training
YOLOv7,we combined a new, independently collected pothole dataset,
YOLOv7 with previous public research datasets, where the detection results of
the YOLOv7 method were better than those of Faster R-CNN. The
YOLOv7 method was trained using various scenarios. The best
scenario during training is using the best checkpoint without using a
scheduler. The mAP.5 and mAP.5-.95 value of CWD-NMS was 89.20%
and 63.30% with 10.30 millisecond per image for inference time.
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1. INTRODUCTION

Road damage can occur atany road type. The main factors of road damage are rainwater, changes
in temperature and weather, bad construction materials on the road, and the overlimit weight of vehicles
passing on the road, etc., [1]. Potholes are one of the most common types of road damage. Potholes can
disturb drivers and even cause accidents. Potholes that are not immediately detected and covered will
cause more serious damage.

Many researchers are starting to search for the best method for detecting potholes [1], [2], [3],
[4], [5], [6], [7], [8], [9], [10], [11], [12]. Previous research has used several media, such as images and
vehicle sensors. However, detection using media other than images is difficult to adapt to daily life and is
quite expensive. Research that uses image processing also encounters several problems if the image
quality is poor (pothole covered by shadow or by another object).

Therefore, to solve this problem, several previous research have employed deep learning. A
common deep learning method for detection is the Convolutional Neural Network (CNN) [13], [14], [15],
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[16], [17]. The CNN can perform feature extraction even though the quality of the acquired image is poor;
however, it can still detect potholes correctly. In previous research, research used Faster Regional CNN
(R-CNN) to detect potholes and achieved a mean Average Precision (mAP) value of 79.70% [11]. However,
Faster R-CNN is a two-stage detection method. Two-stage detection is slower than one-stage detection in
real-time detection. Therefore, this research will use one of the state-of-the-art (SOTA) detection
methods, namely You Only Look Once (YOLO) [18].

Several previous research have used Yolo version five (YoloV5) [16], [19], [20], [21], [22]. YoloV5
was also a SOTA method before YOLOv7 was proposed [17]. YOLOv7 provides faster inference speed and
better mAP results than YoloV5. Therefore, in this research, YOLOv7 was used for pothole detection using
image media.

The Yolo method requires post-processing for its detection results. The commonly used post-
processing method is non-maximum suppression (NMS) [16], [17], [19], [21], [23]. NMS is used to delete
detection results that have already been detected and only save the best detection results. The best
detection results were obtained based on the detection probability value and Intersection over Union
(IoU) value. However, NMS is still unable to detect small and close objects. This problem can be solved
using another NMS method, namely Distance-loU NMS (DIoU-NMS) [16], [19], [20], [21], [22]. Previous
research used YoloV5 with the DIoU-NMS method, and the mAP results were better than those of the
original NMS.

The DIoU-NMS also has new improvements by combining cluster NMS and weighted NMS [23].
The new combined method is called Cluster Weighted DIoU-NMS (CWD-NMS). The prediction results of
CWD-NMS are better than those of other improved NMS methods [23]. In aerial object detection using the
improved YoloV5 and CWD-NMS methods, the mAP results were also better than those of other methods
[22].

In summary, our research makes three major contributions. First, we used the YOLOv7 method
with CWD-NMS to better detect potholes. YOLOv7 is used in this study, because the results of previous
studies using CWD-NMS, only used YoloV5. The implementation of YOLOv7 or YoloV9 is still unavailable
with CWD-NMS. Second, the best training scenario, which does not use a scheduler, comes from the best
checkpoint during training. Finally, we used a new pothole dataset collected independently to
complement the previous research’s dataset.

2. METHOD

This section presents the discussions on previous research. Their research is the theoretical basis
of this research. The Faster R-CNN is a two-stage object detection. It can detect many objects, for example,
potholes, small objects on the roadside, etc., [11], [14]. In previous research, Faster R-CNN achieved a
mAP value of 79.90% to detect potholes with MobileNetV2 as the backbone. The dataset used in that
research is available on Kaggle and contains 665 images of potholes [11]. Their study also implements
augmentation of the training data to increase variation while training Faster R-CNN.

In real-time object detection, Faster R-CNN is slower than one-stage object detection; one
detection of an object can take approximately 200 milliseconds (ms) [13]. One of the best one-stage object
detection methods is Yolo [18]. We used YOLOv7 because it achieves better mAP values and has a smaller
inference time than other methods [17]. Their research used the Common Object in Context (COCO)
evaluation dataset, and they obtained better results than another object detection method [24].

As described in the previous section, Yolo requires a post-processing method, namely NMS. NMS
also has an improvement that improvement also makes NMS faster and gives a better result than NMS,
namely C-NMS [23]. C-NMS can also be combined with DIoU-NMS to create another NMS method, namely
CD-NMS. C-NMS and CD-NMS can also be combined with weighted NMS, and that method is CW-NMS and
CWD-NMS. Based on their research results using a Single Shot Detector (SSD), Faster R-CNN, and YoloV3
for their object detection methods and for the dataset were COCO and Pascal VOC. CWD-NMS achieved a
better result than another NMS method.

This section discusses how to acquire pothole images, image preprocessing, and an explanation
of YOLOV7. It is divided into three parts: first data acquisition, second data preprocess, and last YOLOv7
configuration.

2.1. Data Acquisition

Data will be used to train and evaluate the model. In this research is using three type of dataset,
primary, secondary, and combination (primary and secondary). Primary data comprise 400 pothole
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images. Primary data were collected by recording driving trips in Samarinda using a GoPro Hero 7
camera. The resolution of the camera is 1920 times 1080 pixels. The primary dataset is shown in Error!
Reference source not found.. Pothole image acquired from screenshots of a video frame in which a
pothole appears in the image. Pothole images from the primary image have no label. For labeling, we used
Label Studio [25] with a bounding box (BB) template, and the label format was YOLO.

RS

Figure 1.  Image Example from Primary Dataset

The secondary data are available on Kaggle. The original Kaggle image contains some lousy
images, which are discarded. The secondary data comprise 665 pothole images. All labels were set to
potholes in the Pascal VOC format. The secondary dataset is shown in Error! Reference source not
found.. The combination dataset is acquired by combining image data from the primary and secondary
datasets. The total number of pothole images was 1065.

Figure 2. Image Example from Secondary Dataset

2.2. Data Pre-processing

The first step in pre-processing an image is to resize the image to the same size. We used a value
of 576 pixels as the image size. Two interpolation methods are used when resizing an image. The bicubic
interpolation method is used if the area of the image is larger than the area of the target image, whereas
the area interpolation method is used if the area of the image is smaller than the area of the target image
[26].

The label format also should be in the same format. The label format used is the Yolo format. The
equation for converting Pascal VOC to the Yolo format can be seen in the equation (1)-(4).x and y in
equations (1) and (2) are the coordinates of the center point of the BB.

X+ x
_ (7). &
" image width
) (J’1 ‘5}’2) )
" image height
BB width = _e—x) (3)
image width
. 2w (4)
BB height = image height

The next step was to split the dataset into training and testing sets. The secondary training data
are already available in the split.json file from Kaggle. The split amount was 80% for training data and
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20% for testing. The splitting of the train, test, and validation data in the primary dataset was performed
using the train-test split function from the sklearn library [27] with the same amount as the secondary
dataset. Validation data can be generated from half of (50%) from test data.

Finally, data augmentation is required to increase data variety. It is also good for preventing
overfitting [28]. The method used is geometric augmentation that consists of flipping vertically, fliping
horizontally, and doing 90° rotation to right and left. Results from augmentation method can create new
seven images, which are shown in Error! Reference source not found.. The ground truth box point
coordinates of the labels were also augmented so that the data train could be trained using the YOLOv7
method [11].

Figure 3. Example Image Results from Data Augmentation

Error! Reference source not found.(a) shows the original image, and the other images are the
augmented images. Error! Reference source not found.(b) is the 90° rotation to right. Error!
Reference source not found.(c) is the 90° rotation to left. Error! Reference source not found.(d) is flip
vertical. Error! Reference source not found.(e) is flip horizontal. Error! Reference source not
found.(f) is flip vertical and 90° rotation to right. Error! Reference source not found.(g) is flip vertical
and 90° rotation to left. Finally, Error! Reference source not found.(h) shows a flip vertical and
horizontal. Pothole image data after pre-processing for each part included 6816 images for training data,
107 images for validation data, and 106 images for test data.

2.3. Object Detection Method

We used the Pytorch framework because YOLOv7 was built and configured in this framework;
the version used in this research was 2.1.0 [29]. The pre-processed images and labels are placed into a
folder according to the Yolo format so that they can be trained with the method, then create new .yaml
file, so YOLOv7 can train, validate, and evaluate with a custom dataset. In the training phase, the training
data need to be shuffled so that the method can learn and detect potholes correctly. The multi-scale
method was also used, and thus, YOLOv7 was more robust because it was trained with different image
sizes in one epoch.

Hyperparameter values in YOLOv7 need to be configured. Examples of hyperparameter values in
YOLOV7 are in the optimizer, where there are learning rate (LR) and momentum; and in post-processing,
there is an loU threshold value in the NMS.

The training process begins after setting the hyperparameter values. Image data features are
extracted using the YOLOv7 method with its backbone, and then features are sent to the head to facilitate
detection. The detection results from the head should be processed again because the result still detects
the same object twice with different prediction probability values. This problem can be solved using NMS.
Our research flowchart is shown in Figure 4.
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Figure 4. Research Flowchart
3. RESULT AND DISCUSSION

This session will discuss the results obtained by the YOLOv7 detection method according to the
metrics discussed in section Error! Reference source not found..

3.1. Evaluation Metrics

The evaluation metrics used to measure the capabilities of the tested methods were precision,
recall, mAP, F1-score, and NMS inference time (NMS). The NMS methods that will be used for comparison
are original NMS (Torchvision NMS), C-NMS, CD-NMS, and CWD-NMS. The secondary dataset test data
were used as a benchmark for comparison with Faster R-CNN [11]. Three YOLOv7 methods with training
data from different datasets were evaluated: primary training data only, secondary training data only,
and combined training data. The evaluation also considers the use of schedulers in the YOLOv7 method:
training using a one-cycle LR scheduler, a linear LR scheduler, and no LR scheduler. When the method
training process is complete, it creates two method checkpoints, the best and last. The results of these
two checkpoints will also be evaluated for their metric values.

3.2. Implementation Details

The GPU used in this research was an Nvidia RTX 3060 12 GB. The split amounts for the primary,
secondary, or combination dataset is 80.00% for training, 10.00% for testing, and 10.00% for validation.

The hyperparameter values were fixed in this study are fixed (except LR which uses a scheduler).
The optimizer method for training the YOLOv7 method was the Stochastic Gradient Descent (SGD). The
momentum value was set to 0.80. The initial LR value was set at 9.20 x 10~* [11]. The LR target value
when using the scheduler was set to the initial YOLOv7 setting value (0.10).

The maximum number of training epochs in this research was 100 epochs. We also compared
two method checkpoints, the best mAP result during training and the last training epoch. During the
training process, overfitting did not occur; thus, an early stopping was not required.

3.3. Discussion

The training results of the YOLOv7 method under various scenarios were compared based on the
evaluation metrics mentioned in the previous section. The YOLOv7 method was compared to various
scenarios, such as the NMS, checkpoint (C.P.), and scheduler methods.

First, a comparison of the YOLOv7 method trained on only the primary dataset. The results of
training in various scenarios are shown in Table 1.
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Table 1. YOLOv7 Training Results with Only Primary Dataset

NMS C.P. Schedule Precision Recall mAP .5 mAP 0.5:0.95 F1-Score Speed
r (%) (%) (%) (%) (%) (ms)
Torchvision Best  One-cycle 46.30 27.20 28.30 16.10 34.30 5.10
Last 46.60 48.70 42.60 23.90 47.60 5.00
Best  Linear 50.30 36.40 33.90 18.20 42.20 5.10
Last 70.40 31.80 40.70 23.00 43.80 7.00
Best  None 50.70 36.90 36.10 19.70 42.70 8.00
Last 51.50 41.00 39.20 21.90 45.70 7.00
C-NMS Best  One-cycle 46.30 27.20 28.30 16.10 34.30 7.00
Last 46.60 48.70 42.60 23.90 47.60 6.30
Best  Linear 50.30 36.40 33.90 18.30 42.20 6.90
Last 70.40 31.80 40.70 23.00 43.80 5.60
Best None 50.70 36.90 36.10 19.70 42.70 6.10
Last 51.50 41.00 39.20 21.90 45.70 5.80
CD-NMS Best  One-cycle 46.30 27.20 28.20 16.10 34.30 7.60
Last 46.60 48.70 42.60 23.80 47.60 6.00
Best  Linear 50.30 36.40 33.90 18.20 42.20 6.70
Last 70.40 31.80 40.70 23.00 43.80 6.60
Best  None 50.70 36.90 36.10 19.70 42.70 7.60
Last 51.50 41.00 39.20 21.80 45.70 6.00
CW-NMS Best  One-cycle 45.50 26.70 28.20 16.20 33.60 8.20
Last 46.70 48.10 42.40 24.10 47.40 6.10
Best  Linear 50.30 36.40 33.60 17.90 42.20 8.60
Last 70.40 31.80 40.80 23.10 43.80 6.90
Best  None 50.70 36.90 36.20 20.20 42.70 7.30
Last 52.20 41.50 39.10 22.00 46.20 9.40
CWD-NMS Best  One-cycle 45.50 26.70 28.10 16.20 33.60 9.60
Last 46.70 48.10 42.40 24.00 47.40 7.50
Best  Linear 49.60 35.90 33.50 18.00 41.60 11.00
Last 70.40 31.80 40.80 23.10 43.80 10.40
Best  None 50.70 36.90 36.00 20.20 42.70 11.90
Last 52.20 41.50 39.10 22.00 46.20 9.10

The training results of the YOLOv7 method using the primary dataset alone could not detect
potholes originating from the secondary dataset (mAP value below 50.00%). This occurs because the
images from the primary dataset were taken at a fixed angle, whereas the images from the secondary
dataset are at different angles, this can be seen in Error! Reference source not found. and Error!
Reference source not found.. Second, a comparison of YOLOv7 methods trained with only the secondary
dataset. The results of training in various scenarios are presented in Table 2.

Table 2. YOLOv7 Training Results with Only Secondary Dataset

NMS C.P. Scheduler Precision Recall mAP .5 mAP 0.5:0.95 F1-Score Speed

(%) (%) (%) (%) (%) (ms)

Torchvision Best One-cycle 84.90 80.50 85.40 61.00 82.60 6.40
Last 85.30 80.50 85.70 60.20 82.80 6.10

Best Linear 85.90 81.50 87.30 63.20 83.70 6.10

Last 90.80 81.50 86.70 61.60 85.90 6.30

Best None 88.10 80.00 86.90 62.40 83.90 5.60

Last 82.00 82.00 85.80 61.10 82.00 7.30

C-NMS Best One-cycle 84.90 80.50 85.40 61.00 82.60 7.00
Last 85.30 80.50 85.70 60.20 82.80 5.50

Best Linear 85.90 81.50 87.30 63.20 83.70 7.10

Last 90.80 81.50 86.70 61.70 85.90 8.40

Best None 88.10 80.00 86.90 62.40 83.90 7.60

Last 82.00 82.00 85.80 61.10 82.00 7.20

CD-NMS Best One-cycle 84.90 80.50 85.40 61.00 82.60 6.00
Last 85.30 80.50 85.70 60.20 82.80 6.40

Best Linear 85.90 81.50 87.30 63.20 83.70 8.20

Last 90.80 81.50 86.70 61.60 85.90 7.50

Best None 88.10 80.00 87.00 62.40 83.90 7.40

Last 82.70 81.00 85.80 61.10 81.90 9.00

CW-NMS Best One-cycle 84.90 80.50 85.40 60.90 82.60 5.70
Last 85.30 80.50 85.70 60.60 82.80 6.90

Best Linear 85.90 81.50 87.30 63.50 83.70 9.30

Last 90.80 81.50 86.70 61.50 85.90 7.40

Best None 88.10 80.00 86.90 63.20 83.90 9.10

Last 82.00 82.00 85.80 61.30 82.00 9.30
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NMS C.P. Scheduler Precision Recall mAP .5 mAP 0.5:0.95 F1-Score Speed

(%) (%) (%) (%) (%) (ms)

CWD-NMS Best  One-cycle 84.90 80.50 85.40 60.90 82.60 8.30
Last 85.30 80.50 85.80 60.60 82.80 8.50

Best Linear 85.90 81.50 87.30 63.50 83.70 9.30

Last 90.80 81.50 86.70 61.50 85.90 8.90

Best None 88.10 80.00 87.00 63.20 83.90 9.00

Last 82.70 81.00 85.80 61.30 81.90 9.80

The YOLOvV7 method trained with only the secondary dataset obtained better mAP values than Faster R-
CNN [11]. The best result obtained by Faster R-CNN was only 79.70%, while YOLOv7, which was trained
with only secondary datasets was >80.00% for each scenario.

Third, a comparison of YOLOv7 methods trained with the combination (primary and secondary
datasets). The results of training in various scenarios are shown in Table 3.

Table 3. YOLOv7 Training Results with the Combination Dataset

NMS C.P. Scheduler Precision Recall mAP .5 mAP F1-Score Speed

(%) (%) (%) 0.5:0.95 (%) (%) (ms)

Torchvision Best One-cycle 87.00 82.50 88.00 61.70 84.70 6.10
Last 93.60 75.90 87.00 62.20 83.80 6.70

Best Linear 91.30 80.50 88.80 63.60 85.50 5.90

Last 89.40 77.90 87.30 62.10 83.30 5.20

Best None 91.50 77.40 89.00 63.00 83.90 6.20

Last 88.00 83.10 89.00 61.50 85.50 6.60

C-NMS Best One-cycle 87.00 82.50 88.00 61.70 84.70 7.00
Last 93.60 75.90 87.00 62.20 83.80 4.50

Best Linear 91.30 80.50 88.80 63.60 85.50 5.70

Last 89.40 77.90 87.30 62.10 83.30 5.90

Best None 91.50 77.40 89.00 63.00 83.90 7.40

Last 88.00 83.10 89.00 61.50 85.50 5.10

CD-NMS Best One-cycle 87.00 82.50 88.00 61.70 84.70 7.60
Last 93.60 75.90 87.00 62.20 83.80 6.90

Best Linear 91.30 80.50 88.80 63.50 85.50 6.70

Last 89.40 77.90 87.30 62.10 83.30 5.90

Best None 91.50 77.40 89.00 63.00 83.90 8.80

Last 88.00 83.10 89.00 61.60 85.50 6.80

CW-NMS Best One-cycle 87.00 82.50 88.10 62.00 84.70 6.60
Last 93.60 75.90 87.20 62.40 83.80 6.90

Best Linear 91.30 80.50 88.80 63.20 85.50 7.50

Last 89.40 77.90 87.30 62.00 83.30 7.10

Best None 91.50 77.40 89.00 63.30 83.90 9.20

Last 88.00 83.10 88.80 62.00 85.50 6.80

CWD-NMS Best One-cycle 87.00 82.50 88.00 61.90 84.70 7.50
Last 93.60 75.90 87.20 62.40 83.80 7.60

Best Linear 91.30 80.50 88.80 63.20 85.50 11.10

Last 89.40 77.90 87.30 62.00 83.30 9.00

Best  None 91.50 77.40 89.20 63.30 83.90 10.30

Last 88.00 83.10 88.80 62.00 85.50 6.40

The mAP results of the YOLOv7 method trained with a combination of datasets increased by
2.00% compared to those trained with only the secondary dataset. This occurs because the combination
dataset complements the shortcomings of the secondary dataset, namely, small potholes and potholes
that are distant. The best mAP result was 89.20%, which was obtained from the YOLOv7 method training
scenario using CWD-NMS, not using a scheduler, and using the best checkpoint. However, the NMS
inference speed using CWD-NMS was slower than that of other NMS methods (10.30 ms for each image
detection). In contrast to C-NMS, it detects each image with the smallest NMS inference time (4.50 ms),
but the mAP value is only 87.00%.
A comparison of the YOLOv7 method with the best and fastest results and the Faster R-CNN
method is presented in Table 4.
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Table 4. Comparison with Previous Research

Method mAP .5 (%) Speed (ms)
Faster R-CNN (MobileNetV2) [11] 79.70 52.00
YOLOv7 (C-NMS, Last Checkpoint, Scheduler) 87.00 18.80
YOLOv7 (CWD-NMS, Best Checkpoint, No Scheduler) 89.20 22.10

The Faster R-CNN method used in previous research had the best mAP result (79.70%) and the
total inference time was much slower than that of the method used in this research. Even with the YOLOv7
method, which was trained using only secondary datasets or combination datasets, mAP was able to
achieve >85%, with an inference time of <23 ms.

It can be concluded that the combined dataset can improve the mAP results for pothole detection
compared to using only the secondary datasets. The checkpoint best achieved better mAP values than the
last checkpoint. The results of training on the secondary dataset show that the linear scheduler has the
best mAP value, but in the combination dataset, not using the scheduler has the best mAP value because
the mAP value of the combination dataset is better than the secondary dataset; thus, it can be concluded
that without a scheduler, it is better by a few percent for training the YOLOv7 method.

The best NMS method for pothole detection using YOLOv7 is CWD-NMS. However, CWD-NMS
provides a greater (slower) NMS inference speed than other NMS methods. The C-NMS method is the
fastest NMS method; however, the results are smaller than those of other NMS methods.

Lastly, a comparison of single images from previous Faster R-CNN research [11]. The scenarios
used in the YOLOv7 method for this comparison were the best checkpoint, no scheduler, and CWD-NMS.
The detection results of Faster R-CNN and YOLOv7 are shown in Figure 5. The first and second rows show
the detection results of the Faster R-CNN and YOLOv7 methods, respectively. The comparison results are
obvious in the second image, in which Faster R-CNN could not detect many potholes compared with the
YOLOv7 method; only one pothole was not detected because the hole was completely covered by water.
Therefore, the mAP result for a single image using the YOLOv7 method was 98.40%. The YOLOv7 method
can detect almost all potholes because it applies a multi-scale method during training, and the
combination dataset can complement the lack of secondary datasets for small or distant potholes.

Figure 5. Comparison Between Faster R-CNN and YOLOv7 on a Single Image

4. CONCLUSION

In previous research, Faster R-CNN was used Faster R-CNN, which is a two-stage detector. The
Faster R-CNN still could not detect small or distant potholes. Combining the YOLOv7 method with CWD-
NMS solves this problem, as shown in Figure 5. YOLOv7 with CWD-NMS also obtained the best mAP value
compared to other NMS methods and Faster R-CNN. A combined dataset that combines a newly,
independently collected pothole dataset and previous research datasets makes YOLOv7 detection even
better. The mAP value increased by 2.00% from a previous low of 85.00% to 87.00%. Various training
scenarios were also tested to obtain the optimal YOLOv7 training scenario. It can be concluded that
without using a scheduler in the combination dataset, it has the best mAP value. The training checkpoint
with the best mAP value is the best checkpoint. Of the NMS methods tested in this research, CWD-NMS
demonstrated the best mAP values compared to the others for each training scenario; however, the
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inference time was slightly longer than that of the other NMS methods. The fastest NMS method for
inference was C-NMS; however, the mAP results were not the best.

In the future, we will focus on using early stopping methods in training methods and reducing

inference time. The reason for using early stopping was that, among all scenarios, the best mAP value was
the checkpoint. The inference time problem can be solved in future research by using a better NMS
method or shortening the method without reducing its detection ability.
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