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Combining blockchain technology with artificial intelligence (AI) offers 
revolutionary possibilities for developing strong solutions that 
capitalize on each technology's own advantages. Blockchain technology 
makes self-executing agreements possible by enabling smart contracts, 
which reduce the need for middlemen and increase efficiency by 
precisely encoding contractual terms in code. By using AI oracles, these 
contracts can communicate with outside data sources and make well-
informed decisions based on actual occurrences. Additionally, there is a 
lot of potential for improving machine learning and data interchange in 
terms of privacy, security, and transparency through the integration of 
blockchain with federated learning. In order to provide accountability 
and transparency, the blockchain's immutable ledger can painstakingly 
record every transaction that takes place during the federated learning 
process, from data submissions to model modifications and 
remuneration. Participants in federated learning networks also develop 
trust because of blockchain's transparency and resistance to tampering. 
Strong participant verification procedures are put in place to strengthen 
data integrity and model updates, which raises the system's overall 
reliability. In the end, this chapter examines novel research avenues for 
combining blockchain technology with federated learning, providing 
practical methods and strategies to improve transaction security and 
privacy and opening the door to a new era of reliable and effective 
machine learning applications. 
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1. INTRODUCTION  

In contemporary society, the pervasive influence of data-driven technology has brought about 
substantial transformations in several sectors and our everyday experiences. Consequently, security and 
privacy issues have gained heightened importance and are now considered paramount [1]. The 
amalgamation of blockchain technology with federated learning presents itself as a potent remedy, 
providing a paradigm-shifting method to tackle these urgent concerns [2]. The integration of 
blockchain's immutability and transparency with federated learning's decentralized and privacy-
preserving capabilities forms a mutually beneficial technological alliance [3]. Collectively, these 
advancements lay the groundwork for a novel era in applications driven by data, wherein individuals 

http://u.lipi.go.id/1466480524
http://u.lipi.go.id/1464049910
https://doi.org/10.15575/join.v10i1.1392


 
JOIN | Volume 10 No. 1 | June 2025: 22-31  

 

 

 
 23 
 

are able to regain authority over their personal information, corporations may engage in secure 
collaboration on AI initiatives, and confidence in data processes is elevated to unparalleled heights [4]. 
This investigation examines the amalgamation of blockchain technology and federated learning, 
elucidating the potential for this fusion to transform the realm of security and privacy in the 
contemporary digital era [5][6]. 

Both blockchain and federated learning are designed to operate in a decentralized manner. The 
primary aim of the decentralized approach is to mitigate the challenges associated with communication 
bottlenecks and memory utilization in traditional centralized systems [7]. The dominant model of an 
intensely focused strategy (dependent on a single node) in wireless networks has been progressively 
transitioning towards decentralized methodologies, encompassing domains like financial services, 
healthcare records, various types of digital rights, and intellectual property [8]. Numerous analysts 
assert that smart contracts have the potential to establish a novel paradigm that fundamentally alters 
how parties draft contracts and engage in economic activities. The blockchain transactions executed 
successfully are openly accessible inside the network and can be retrieved by blockchain entities using 
the user interface [9] Therefore, it has been implemented in diverse scientific domains. 

In contrast to traditional machine learning approaches, which involve central processing of the 
training model by clients, federated learning enables clients to construct the AI model by transmitting 
updated gradient values to the aggregating server while keeping the underlying dataset concealed. As a 
result, the preservation of privacy for customers is a deliberate feature of federated learning, ensuring 
that sensitive data remains confidential [10][11]. However, the current state of federated learning is 
characterized by a deficiency in the provision of appropriate incentive mechanisms that effectively 
incentivize clients to enhance AI models [12][13]. A number of applications fail to offer any form of 
compensation to its users. The utilization of blockchain technology, along with the incorporation of 
smart contract functionalities, presents a potential resolution for addressing challenges related to 
incentive mechanisms. It is essential to acknowledge that using smart contracts poses a potential risk to 
customers' privacy, as these contracts are transparent and easily accessible through the interface [14].  
 Considering privacy awareness in wireless network contexts is essential when examining smart 
contracts and federated learning since it presents a significant problem that necessitates attention. This 
study investigates the methods employed to protect privacy in the context of cross-silo federated 
learning within wireless networks that are not deemed trustworthy. The case study focuses on an 
incentive scheme implemented on blockchain smart contracts. In this study, we also examine the 
existing protocols that facilitate the establishment of dependable and intelligent system orchestration 
for 5G networks and future iterations, which operate on a mobile edge computing architecture, artificial 
intelligence, and blockchain technology. This study comprehensively describes an incentive mechanism 
that ensures the inability to trace its origins. The mechanism is built upon utilizing Ethereum smart 
contracts and relies on the available data. A proportionate incentive scheme has the potential to 
motivate companies to contribute to the maintenance of cross-silo distributed ledger transactions 
consistently. The methods involved in decentralized transactions ensure that the persons involved 
cannot be linked to the transactions. In summary, the transactions occur in a manner that safeguards the 
confidentiality of the parties' information values, aligning with the principle of privacy preservation in 
decentralized techniques. 

 
2. METHOD 

Blockchain and Federated Learning Fundamentals 

This section delivers a comprehensive overview of the fundamental concepts pertaining to the 
decentralized ledger, blockchain, and federated learning. These approaches are considered 
groundbreaking in the field of trust technology, as they prioritize decentralization as a core element. The 
paper provides a comprehensive analysis of the integration of blockchain technology within the context 
of federated learning.   

2.1.   Decentralized Technology and Trust Perspectives 
 

The deliberate adoption of a decentralized strategy is causing a significant transformation in 
the role traditionally played by centralized systems in several scientific domains, including banking, 
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supply chain management, the automotive industry, and healthcare [15][16]. The decentralized strategy 
aims to remove the vulnerability associated with single-point-of-failure (SPoF) scenarios [17]. The 
decentralized approach encompasses blockchain technology and federated learning in the field of AI. 
These methods aim to enhance the accuracy of the global model by addressing various objectives in 
machine learning. Blockchain-enabled applications often leverage the SPoF characteristic by employing 
diverse consensus mechanisms [18][19]. The transaction data is documented within a decentralized 
ledger, preventing a singular authority's clandestine endorsement of occurrences [20].  

The current smart contracts-based solutions, such as Ethereum smart contracts and 
Hyperledger chain code, are limited in handling complex computations required for real-world AI 
applications [21].  The developers can program the codes in such a way that they can function as self-
executing programs without requiring input from third parties. The combination of AI with smart 
contracts has the potential to establish a decentralized interactive system that is both more resilient and 
efficient for the involved parties [22]. In summary, conducting a comprehensive investigation of smart 
contracts integrated with federated learning in systems that handle susceptible information, such as 
federated identification and digital forensics, is imperative [23]. Indeed, it is crucial to augment 
complementary protocols [24], [25]. 
 

 
 

Figure 1. The present discourse concerns the framework encompassing the development, implementation, and interaction of 
Ethereum smart contracts 

 

Table 1. Summary of Tips & Tricks for a good Scientific Article 

Code Parameters / Standards Description 
MRS 7 Financial Flow Statements Currency and its equivalents 
MSFI 9  Financial instruments (assets that can be traded) Digital assets at appropriate 

value 
MRS 40 Real estate investments (with its natural resources) Land and building investments 
MRS 16 Property, plant, and equipment (PP\&E) PP&E physical or tangible assets 
MRS 38 Intangible assets Identifiable non-monetary asset 
MRS 2 Supply / logistics Supply chain 
IFRS Acceptance: MRS 7 = Not Acceptable; MSFI 9 = Not Acceptable; MRS 40 = Not Acceptable; MRS 16 = Not 
Acceptable; MRS 38 = Not Acceptable; MRS 2 = Under certain conditions (conditionally) 

 

Figure 1 depicts the procedural aspects associated with the interaction, deployment, and 
development of the Ethereum smart contract. The Ethereum blockchain platform relies heavily on the 
Ethereum Virtual Machine (EVM) for its functionality and operational processes. The Ethereum network 
enables the implementation of smart contracts and decentralized applications by utilizing a 
decentralized, Turing-complete virtual processor. The EVM functions as the designated execution 
environment for all code deployed on the Ethereum blockchain. The essential aspects of the EVM 
encompass decentralized execution, Turing completeness, gas costs, deterministic execution, EVM 
instructions, state transfer, upgrades and forks, and security with audits. Each deployed function is 
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associated with unique addresses. Therefore, the entities possess the capability to engage with the 
contracts through transactions facilitated by several clients, like Parity and Geth, among others. 

Table 1 presents the assessment of digital assets (specifically cryptocurrencies) in accordance 
with the International Financial Reporting Standards (IFRS). IFRS are widely utilized for financial 
reporting by enterprises operating in numerous nations across the globe. However, in the case of new 
and distinctive digital assets, it is possible that no established IFRS explicitly addresses them. In 
instances of this nature, corporations are obligated to employ prevailing IFRS principles and modify 
them to suit the distinctive attributes of digital assets. IFRS are essential for blockchain and the 
cryptocurrency industry for several grounds, such as global consistency, financial statement 
preparation, classification and measurement, fair value measurement, disclosure requirements, and to 
name a few. 

2.2.   Cross-Silo Federated Learning and Blockchain Integration 
 

Federated learning is a decentralized machine learning technique that facilitates the training of 
models over numerous decentralized edge devices or servers while ensuring that the training data 
remains localized and private. The high-level design of the federated learning technique can be seen in 
Figure 2. In the context of conventional machine learning, it is customary to gather and consolidate data 
in a singular location for the purpose of training. However, this approach may give rise to apprehensions 
regarding privacy and necessitate the transmission of substantial quantities of data to a central server 
[26][27]. Federated learning effectively mitigates these challenges by enabling the training of models to 
occur in a decentralized manner, either on individual devices or servers [28]. 

Cross-silo federated learning represents an expansion of the federated learning framework, 
with the objective of training machine learning models across numerous organizations or entities. Each 
entity retains its distinct data silo [29]. Traditional federated learning often emphasizes the training of 
models by utilizing data obtained from decentralized devices or servers within a singular enterprise. In 
contrast, cross-silo federated learning expands the scope of collaboration to encompass several 
organizations, enabling them to collectively train a model while maintaining the confidentiality of 
sensitive data. 

 

 
Figure 2. High-level design of federated learning technique. Every device trains the global model privately and uploads the new 

gradient values back to the aggregation server 

 
The following are the fundamental characteristics and principles behind cross-silo federated learning: 

i. Multiple data silos. In the context of cross-silo federated learning, several organizations or 
entities possess distinct data silos that house potentially valuable data suitable for machine 
learning applications. These organizations engage in collaborative efforts to enhance a 
collective machine learning model while avoiding consolidating or centralising their respective 
datasets. 

ii. Privacy preservation. The privacy issue remains a significant focal point in the context of 
cross-silo federated learning. Organizations refrain from sharing unprocessed data, opting to 
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engage in collaborative efforts for model training while ensuring their respective datasets 
remain localized. Data security is paramount, particularly when handling sensitive or regulated 
information, such as healthcare or financial records. 

iii. Model aggregation. Model changes are disseminated inside the participating entities rather 
than exchanging raw data. Every entity trains its local model using its own dataset, calculates 
model updates, and distributes these updates with a central aggregator. Subsequently, the 
aggregator amalgamates the changes to generate an enhanced global model. 

iv. Secure aggregation. Secure multi-party computation (MPC) and homomorphic encryption are 
potential techniques that can be employed to ensure the secure aggregation of model updates 
originating from diverse companies. This measure guarantees that the updates made to the 
model are kept confidential and restricted to each business. 

v. Data heterogeneity. Interdisciplinary collaboration federated learning has the capability to 
address the issue of data heterogeneity that may exist among different enterprises. Any 
organisation's data may exhibit distinct distributions, forms, or properties. Federated learning 
methods have been specifically developed to effectively manage and accommodate the wide 
range of variability in the data, enabling the global model to adjust accordingly. 

 

3. RESULT AND DISCUSSION 

Integration of Blockchain and Federated Learning: Privacy Awareness 

Blockchain is a decentralized digital ledger technology that keeps track of transactions across 
numerous computers in a way that makes it impossible to change the data in the past without changing 
all subsequent blocks and the network's consensus. It is appropriate for applications needing trust and 
verification because of its security, transparency, and immutability. 

A machine learning approach called federated learning allows several parties to work together to 
build a common model while maintaining localized data. Each participant trains the model on their own 
data, sharing just the model updates (gradients) with a central server rather than centralizing data in 
one place. Since sensitive data stays at its original source, this method improves security and privacy 
[30]. The feature differences between blockchain and federated learning can be seen in Table 2.  

 

Table 2. The features differences between blockchain and federated learning 

Features Blockchain Federated Learning 

Data handling 
Centralized record of transactions; decentralized 
storage. 

Data remains on local devices; only model 
updates are shared. 

Privacy 
Public or private visibility; transparency is a key 
feature. 

Enhances privacy by keeping raw data local. 

Consensus 
mechanism 

Requires consensus among nodes to validate 
transactions. 

No consensus; relies on local training and 
aggregation of updates. 

Purpose 
Primary used to secure transactions and record 
keeping 

Aimed at collaboratively training machine 
learning models without data sharing. 

Immutability Transactions are immutable once recorded. 
Model updates can be modified; integrity is 
maintained through aggregation. 

 
The typical machine learning approach continues to encounter several hurdles that require 

attention, particularly in the realm of privacy concerns. These challenges encompass issues such as 
membership inference attacks, data poisoning assaults, hostile clients, dishonest central aggregator 
servers, and the potential occurrence of SPoF. The membership inference attack involves using reverse 
engineering techniques by attackers to collect clients' private data through the exploitation of the 
updated model training process. In contrast, a poisoning attack has the ability to impact the global model 
by introducing maliciously crafted updated models during the collaborative training phase. In addition, 
the primary aggregator tasked with overseeing comprehensive system orchestration encounters 
difficulties in effectively addressing significant obstacles related to the SPoF issue [31]. The present 
study examines the advantages associated with the utilization of a blockchain-based federated learning 
strategy, which include, but are not limited to, the following: 
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i. The implementation of blockchain technology can effectively mitigate the risk of SPoF and 
facilitate the decentralisation process. This is achieved by substituting the centralised 
aggregation server with several blockchain nodes, which collectively perform the model 
aggregation function to establish a global model within the cross-silo federated learning system. 

ii. The blockchain system's verification method serves to eliminate faulty data originating from 
rogue clients or other forms of assaults, such as inference membership attacks and data 
poisoning attacks, prior to its storage and aggregation as a global model. In this context, the 
global model will only incorporate legitimate data, whilst the verification system will identify 
and exclude incorrect data from local model updates. 

iii. Blockchain technology enables the facilitation of decentralised transactions, wherein each 
transaction is assigned a timestamp and subjected to validation and storage by a specific 
consensus mechanism inside the distributed database network. Therefore, blockchain 
technology facilitates the automatic acquisition of an updated ledger by all players active in the 
network. 

iv. The utilisation of blockchain technology, coupled with the implementation of smart contracts, 
is a viable solution to mitigate the issue of inadequate incentives within traditional cross-silo 
federated learning systems. In this context, blockchain technology enables the distribution of 
incentives, specifically rewards, to clients. Therefore, utilising incentive mechanisms can 
effectively motivate clients to actively and truthfully participate in the training process by using 
their computational resources, ultimately leading to enhancements in the overall performance 
of the global model. 
 

Blockchain and federated learning are emerging technologies with the capacity to revolutionise 
multiple sectors. Integrating these two technologies presents innovative possibilities for augmenting 
data security, privacy, and cooperation inside data-centric applications. In general, there are three types 
of layers to achieve decentralized machine learning activities with a secure rewarding mechanism, as 
depicted in Figure 3. The first layer is the blockchain layer, where all recorded transactions are stored 
in the blocks, eliminating the need for central authorities. Once data is recorded on the blockchain, it 
becomes immutable and resistant to modification or deletion, guaranteeing the data's integrity. The 
term blockchain layer commonly denotes a distinct level or constituent inside the architectural 
framework of a blockchain network. It also includes decentralized storage like the InterPlanetary File 
System (IPFS). 

 
Figure 3. The integration of blockchain and federated learning. There are three layers: the blockchain layer, the verifiable 

aggregator model provider layer, and the federated learning layer. 
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Figure 4. (a) The present study examines the phenomenon of inference membership attack within the context of a federated 

learning system. The adversary can infer the knowledge through the analysis of the gradients uploaded by users; (b) The 
results of inference membership attack. 

 
Figure 4 (a) illustrates an overview of the inference membership attack, which involves 

inferring training data features inside a collaborative distributed learning setting. The adversary can 
capture the findings of the collaborative model. In broad terms, the disparity in value between the 
revised gradient derived from the users is equivalent to the cumulative updates contributed by all data 
owners. The adversary has the capability to acquire information about the dataset by disclosing the 
feature that is utilised to forecast the output, taking into account the input and its corresponding 
gradient values. The opponent gains knowledge of the parameters, enabling them to disclose the 
characteristics of the model that are not associated with the output. In summary, the adversary acquires 
information about the training dataset, including age, gender, patient health records, and to name a few. 

The previous study (Melis et al., 2019) introduced a method for membership inference, which 
reveals unwanted details about the training data of a user. The opponent intends to disclose the training 
data, whereas the primary objective of collaborative learning is to safeguard user privacy. Therefore, the 
unauthorised disclosure of data poses a significant threat to the overall integrity and security of the 
system. Hence, in order to assess and examine the membership inference attack, healthcare-related data 
from Yelp-health and FourSquare data have been utilised. The evaluation process involves the selection 
of the 5,000 most frequently occurring terms for the Yelp-health dataset and identifying 30,000 
important locations within the FourSquare dataset. The initial stage involves the adversary constructing 
a bag-of-words model, a commonly employed technique in natural language processing. The target 
refers to the training data that the user wants to infer. The data is subsequently partitioned into batches, 
enabling the attacker to construct a batch bag of words. If the examination outcomes are included in a 
collection of bag-of-words, the adversary can infer that the input originated from the same collection. 
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The outcome of the inference attack is illustrated in Figure 4 (b). In summary, with the increase in batch 
sizes, there is a corresponding rise in the generation of false positives by this particular attack. 

Pseudonymous blockchain and federated learning are two discrete concepts within technology 
and data privacy. Pseudonymity refers to the practice of identifying users through the use of 
pseudonyms or aliases rather than their actual real-world identities. Within the realm of blockchain 
technology, individuals have the capability to generate cryptographic addresses or keys for the purpose 
of representing their identities. Although the addresses in question are not explicitly linked to tangible 
individuals, all transactions linked to these addresses are candidly documented on the blockchain. 
Within the framework of federated learning, transactions commonly pertain to the transfer of model 
updates or aggregated model parameters among the devices or servers involved in the process. These 
transactions facilitate the integration of knowledge from all participants into the global model while 
maintaining raw data's localisation and privacy. Federated learning transactions differ from blockchain-
based financial transactions. The primary emphasis lies on the exchange of model updates and the 
collective enhancement of machine learning models while upholding the need to protect data privacy. 

The current generation of smart contracts, exemplified by Ethereum smart contracts, is limited 
to executing basic computational tasks and falls short in meeting the demands of real-world artificial 
intelligence applications. The presence of smart contracts on the blockchain enables parties to encode 
self-executing codes without the need for third-party intervention. Nevertheless, the problem pertaining 
to conventional contracts addressing the aforementioned aspects has been resolved. (i) The process of 
execution is now in progress. In the event that both parties are in mutual agreement with the specified 
conditions, the smart contract will autonomously execute the programmed instructions without any 
external intervention. The blockchain system ensures the availability of data records, as it maintains a 
comprehensive history of transactions. (iii) The efficiency of the smart contract is notable. The execution 
occurs rapidly, typically within a few of seconds. The cost is minimal. The utilisation of this approach 
eliminates the need for physical documentation and reduces reliance on external entities. The 
implementation of smart contracts effectively mitigates the need for user facilitation by minimising 
instances of user error and fraudulent activities. The integration and innovation of artificial intelligence 
(AI) in smart contract technology has the potential to offer a robust and streamlined approach to 
decentralised systems, facilitating engaging experiences for all involved parties. 

 
4. CONCLUSION  

Ensuring users' privacy is a vital principle in implementing the intelligent cross-silo federated 
learning system across untrusted edge networks. This study has introduced the concept of privacy 
awareness in decentralized methodologies as viable strategies to mitigate the linkability issue in 
blockchain and federated learning methodologies. The significance of these concerns arises from the fact 
that while the current schemes offer diverse privacy approaches, they do not adequately address the 
issue of linkability inside the systems. Therefore, this study highlights the additional protocols to 
implement in federated learning and blockchain smart contracts. In addition to considering the 
advantages of the proposed approach, it is also essential to examine the future implications of the 
centralized aggregation server's involvement in computing the gradient values. The aggregation server 
is susceptible to experiencing bottleneck problems, which might result in it becoming an SPoF due to the 
fundamental nature of the centralized method. Hence, this study highlights the substitution of 
centralized aggregation servers with distributed computing entities utilizing blockchain technology in 
the foreseeable future. 
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