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Student engagement in online learning is an important factor that can 
affect learning outcomes. One indicator of engagement is facial 
expression. However, research on facial expression detection in online 
learning environments is still limited, especially in the use of the 
YOLOv8 algorithm. This study aims to compare the performance of 
several YOLOv8 variants, namely YOLOv8x, YOLOv8m, YOLOv8s, 
YOLOv8n, and YOLOv8l in recognizing six facial expressions: happy, sad, 
angry, surprised, afraid, and neutral. Student facial expression data was 
collected through the Moodle platform every 15 seconds during the 
learning process. All models were trained using 640x640 pixel images 
for 100 epochs to improve facial expression detection capabilities. The 
main contribution of this study is to provide a comprehensive analysis 
of the effectiveness of YOLOv8 in detecting student facial expressions, 
which can be used to improve the online learning experience. The 
evaluation results show that the YOLOv8s model has the best 
performance with the highest mAP of 0.840 and the fastest inference 
speed of 2.4 ms per image. YOLOv8m and YOLOv8x also performed well 
with mAP of 0.816 and 0.815, respectively. Although YOLOv8x had the 
slowest inference speed, it was superior in detecting fear, happiness, 
and sadness expressions with mAP above 0.9. YOLOv8n had mAP of 
0.636, while YOLOv8l achieved mAP of 0.813 with an inference speed of 
9.1 ms per image. This study shows that the YOLOv8 algorithm, 
especially YOLOv8s, can be an effective solution to analyze student 
engagement based on their facial expressions during online learning. 
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1. INTRODUCTION 

The You Only Look Once (YOLO) algorithm is a CNN algorithm for identifying objects by creating 
bounding boxes and classifying fill from pictures or videos. YOLO is capable of processing pictures at the 
speed of 45 Frames Per Second (FPS), which is faster than the method of detecting objects [1]. Apart 
from that, YOLO can also be processed in real time with level good accuracy. Version latest from YOLO, 
namely YOLOv8, has enhancement in speed and accuracy detection objects compared to the previous 
version [2] . 

The You Only Look Once version 5 (YOLOv5) algorithm successfully detected expressions like 
happy, sad, and surprised with the mean Average Precision (mAP) level of 96% and value accuracy 
reached 87%, which shows that the YOLOv5 algorithm is capable of detecting expressions with Good. 
However, YOLOv8, as the latest development from the YOLO algorithm, shows enhancement compared 
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to the previous version, especially in matter precision and F1 score. The data shows that YOLOv8 has 
superiority with difference mark precision and F1 score reached 2.82% and 0.98%, respectively, in a 
row [2]. Further, deep study proves that YOLOv8 can classify itself as Good. By using the designed dataset 
specialty and labeling process classes conducted in a way independent, YOLOv8 succeeded detected 25 
of 26 images with a level success of 96.5%, with level accuracy of 99.8%, precision of 99,4%, and recall 
of 99,8%  [3].  

Additionally, YOLOv8 can detect objects moving in complex conditions with reasonable 
accuracy, which compares the performance between YOLOv5 and YOLOv8 in detecting objects moving 
that display level complexity. Tested aspects including condition occlusion, change size minimal spatial, 
and rotation object. The result shows that YOLOv8 outperforms YOLOv5, especially in matter accuracy, 
with the folder reaching the 50-95 range of 0.835 after 190 epochs. Study This confirms that YOLOv8 
can detect objects in various situations while maintaining performance for use in real-time [5]. YOLOv8 
is used to detect and produce more performance compared to the previous YOLO variant, with mAP on 
level 0.5 confidence of 0.981 and at level confidence of 0.95 is 0.827. However, the use of YOLO in Facial 
Emotion Recognition (FER) is still ongoing and tends to be little used especially YOLO version 8 [6]. FER 
is one of the technologies that can be used for analysis to express facial "Good" from pictures and videos 
to obtain information about somebody's emotions [8]; its use still depends on the algorithm used [9] . In 
addition, other research also developed a face detection system and emotion classification using the 
YOLO and CNN algorithms. Using the FER2013 dataset, the results showed that the system was able to 
identify seven main emotions with 94% accuracy. These results demonstrate the potential of YOLO in 
providing high speed and accuracy for computer vision-based emotion recognition applications in 
various fields, such as security and health [7]. 

In learning, expression plays a crucial role in determining engagement and learning results. That 
matters because the expression of face gives an outlook on emotions experienced by students during the 
learning process [8] [9] [10] [11] [14]. The results of the Academic Emotions Questionnaire (AEQ) study 
have identified and measured various emotions experienced by the student during the study, and 
research finds that emotions like happiness, hopefulness, pride, and bored own role crucial. Positive 
emotions, happiness, and pride, related to suitable responses to material learning and success in 
overcoming challenges, show that positivity can increase understanding and achievement results for 
Study students. On the contrary, boredom reflects a lack of involvement or interest, which can lower 
understanding and potentially cause failure in processing assessment through change expression [13]. 
This changing emotion happens quickly, ranging between 3 to 15 seconds [14]. 

This study chose YOLOv8 because the algorithm has advantages compared to other YOLO 
versions, such as YOLOv4 and YOLOv5, in terms of precision and speed of facial expression detection. 
YOLOv8 has faster detection capabilities with higher precision and F1 scores, as shown in a study by 
Sary [2], which makes it more efficient to use in dynamic learning environments. Compared to YOLOv4 
or YOLOv5 which have lower detection speeds and slightly lower accuracy, YOLOv8 provides more 
optimal results in real-time facial expression detection. In this study, six facial expressions (angry, 
fearful, happy, sad, surprised, and neutral) were chosen because of the relevance of these emotions in 
the learning context which can provide a clearer picture of students' emotional involvement during the 
learning process based on the results of testing conducted by Gupta [15]. 

FER research, which identifies seven expression bases, such as happy, sad, angry, surprised, 
disgusted, afraid, and neutral, is considered an indicator important for level involvement students [15]. 
During the learning process, test results in distribution data expression students discovered that 
expression neutral was the most dominant, reaching 87% of the total expression detected. This result 
shows that big students display more neutral expressions in context learning. The expression like is the 
second largest, with 7% of the total, indicating moments of happiness and engagement for students. 
Other expressions like sad, surprised, angry, and afraid only appear in a tiny percentage, between 1% to 
3%. Expression of disgust is not detected in testing, which shows that negative emotions or very intense 
situations seldom happen. 

Based on analysis problems and literature review, the YOLO algorithm, especially YOLOv8 in 
detecting objects, has proven its high accuracy. However, its use in FER is still limited, especially in 
environment learning. Therefore, the research aims to compare the YOLOv8 series in FER to recognize 
six expression faces based on results testing, namely happy, sad, angry, surprised, afraid, and neutral, 

http://u.lipi.go.id/1466480524
http://u.lipi.go.id/1464049910


 
JOIN | Volume 10 No. 1 | June 2025: 93-104  

 

 

 
 95 
 

using expression data for students during assessment through the Moodle Learning Management 
System platform [15]. Where the dataset used in this study consists of images of students' facial 
expressions taken during assessments through the Moodle Learning Management System platform. 
These images were collected at intervals of every 15 seconds a method based on research [14], using 
devices such as mobile phones and laptops with varying camera resolutions. For mobile phones, camera 
resolutions generally range from 1920x1080 pixels (Full HD) to 3840x2160 pixels (4K), while for 
laptops, camera resolutions are usually around 1280x720 pixels (HD) to 1920x1080 pixels (Full HD). All 
images are saved in PNG format to ensure high image quality without losing visual data, with RGB (Red, 
Green, Blue) colors, the standard color format for digital images. This dataset consists of 18,236 images 
taken from 146 students, each depicting facial expressions in six categories, namely happy, sad, angry, 
surprised, afraid, and neutral. This dataset was chosen because of its relevance in observing students' 
facial expressions during technology-based learning processes, which can provide insights into students' 
emotional engagement. 

 
2. METHOD 

2.1. Framework Research 

In general, this research flow uses the Machine Learning Life Cycle method [14] which consists 
of six main stages: acquisition, inspection, preparation, modeling, evaluation, and deployment. This cycle 
ensures that any deficiencies in the model can be corrected by returning to the initial stage for 
improvement and adjustment. This method is not a new concept, but its application in a facial expression 
recognition-based proctoring system provides novelty in the context of implementation. In this study, 
the data approach used is an augmentation system for data balance and mAP (mean Average Precision)-
based evaluation to improve the accuracy of facial expression detection. 
 
2.1.1. Acquisition 

The acquisition phase begins with the use of webcams to record students’ activities during the 
assessment. This process provides three attempts for each student. The proctoring system automatically 
stores all activities during the assessment in a database, including students’ identity information and 
their facial images. 

 
The data collected from 146 students amounted to 18,236 images, which were then stored in a 

separate database to facilitate the extraction process. This step ensures that the data can be accessed 
efficiently for the next stage. The acquisition process flow is illustrated in Figure 2. 

 
2.1.2. Inspection 

This stage consists of data cleaning and data selection for modeling. Validation was carried out 
by the PPTIK ITB research team based on six main facial expressions: angry, afraid, happy, sad, 
surprised, and neutral. The result of this process was a data selection of 11,419 images that met the 
validation criteria, namely displaying the entire area of the student's face (eyes, nose, forehead, mouth, 
eyebrows, lips, and cheeks). However, to ensure data balance in the model, the final amount of data used 
was angry (130 images), afraid (16 images), happy (250 images), neutral (450 images), sad (350 
images), and surprised (210 images). The dominance of neutral expression data is the main reason for 
balancing the amount of data in each emotion class. 
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Figure 1. Research Framework 

 

2.1.3. Preparation 

After the data is validated, the preparation stage is carried out to make it suitable for modeling. 
The processes carried out include: 
1. Enhancement: Improving image quality by increasing lighting intensity.  

2. Normalization: Adjusting image dimensions to a scale of 300x300 pixels to facilitate model 

processing. 

3. Augmentation: Techniques used include rotation, cropping, scaling, brightness adjustment, and 

flipping. Augmentation is done to balance the amount of data in each facial expression class.  

4. Labeling: Done with the LabelImg tool from the Label Studio community, which provides appropriate 

bounding boxes and expression labels. 

 
 

Figure 2. Flow Acquisition 
 
2.1.4. Modelling 

At this stage, the algorithm used is YOLOv8 (You Only Look Once version 8), which is an object 
detection algorithm that uses processed data to train the model. The basic step taken is to divide the 
data into training data (80%) and validation data (20%). The detection models used include several 
variants of YOLOv8, namely YOLOv8n (nano), YOLOv8s (small), YOLOv8m (medium), YOLOv8l (large), 
and YOLOv8x (extra large). The training process is carried out for 100 epochs with an image size of 
640x640 pixels. The purpose of this process is to improve the model's ability to detect students' facial 
expressions. [19]. 
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Figure 3. YOLO Model Architecture 

2.1.5. Evaluation 

Model evaluation is done by calculating the mAP (mean Average Precision) value for each facial 
expression class. The mAP value measures the accuracy of object detection by comparing the model's 
prediction results to the ground truth dataset [20]. This is done to determine the extent to which the 
model is able to identify each facial expression accurately. The higher the mAP value (closer to 1), the 
better the model performance [21]. The evaluation results will be used to select the best model to be 
implemented. 
 
2.1.6. Deployments 

In this study, the deployment process only includes the selection of 5 trained YOLOv8 models. 
The model that shows the best performance in detecting six facial expressions will be selected for 
implementation in a wider environment. 

Table 1. Research Data 

Phase Process Results 
Acquisition Data retrieval 18,236 
Inspection Cleaning 11,419 
 Validation by PPTIK ITB Researchers 1,406 
Preparation Augmentation 2,250 
Modelling Training 1,800 
 Validation 450 

 

2.2. Facial Expression 

In learning, students often utilize body language, posture, and facial expressions to support 
explanations about certain concepts or events. The influence of communication through facial 
expressions is significant because the face provides a picture of a person's identity, mood, and outlook 
on life, which makes it possible to understand a person's emotional processes [22]. The following are 
examples of facial expressions based on the dataset used: 
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

 

Figure 2. Facial Expression (a) angry (b) fear (c) happy (d) sad (e) surprise (f) 
neutral 

According to psychological scientist Paul Ekman, human facial expressions can be grouped into 
six basic emotions: surprise, sadness, joy, fear, disgust, and anger. Raised eyebrows, wide-open eyes, and 
an open mouth indicate surprise. Sadness is characterized by lowered eyebrows, corners of the lips, and 
teary or crying eyes. Happy is characterized by raised lip corners, shining eyes, and raised cheeks. Raised 
eyebrows, wide-open eyes, and an open mouth with pulled-back lips indicate fear. Disgust is 
characterized by a twitching nose, a raised upper lip, and an expression indicating nausea. Lowered 
eyebrows, bulging eyes, and an open mouth with pulled-back lips characterize anger [10] . 

 
 

3. RESULTS AND DISCUSSION 

3.1. Data Processing 

The enhancement process involves increasing the lighting intensity for several images with 
dark image quality but still recognizable faces. This is done using the sci-kit-image library via rescale 
intensity with varying values depending on the image conditions. Figure 5 shows the differences in 
results before and after enhancement. 
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(a) (b) 

 
Figure 5. Enhancement Process (a) Before (b) After 

Figure 6 is the result of the normalization process. This process was carried out because the 
data held had different variations in image dimensions, which was caused by differences in the devices 
used by students. Normalization is done by changing all image dimensions to the same size, namely 
300x300 pixels to make the next process easier. This process is carried out using the OpenCV library and 
resize function. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. Normalization Process (a) (b) Before (c) (d) After 
 

Meanwhile, the meticulous augmentation process using imgaug involves several precise steps. 
First, it employs the Fliplr function with a probability of 0.5, which generates a random horizontal 
rotation of the image. Next, a random rotation between -25 to 25 degrees is executed using the Affine 
function. The subsequent step is a random brightness adjustment using the Multiply function, ranging 
between 0.5 to 1.5 times the initial brightness. A Gaussian blur effect is applied using the GaussianBlur 
function, with a random sigma between 0 and 3.0. Finally, using the CoarseDropout function, some pixels 
are randomly deleted from the image with varying sizes and intensities, namely 1% to 10% between 2% 
and 25% of the image dimensions. This augmentation process is implemented using the imgaug 
augmenters library, where the results of the augmentation process can be seen in Figure 7. 

Augmenting less numerous classes, such as angry, afraid, happy, sad, and surprised, is a strategic 
move. By expanding the variety and number of samples in these classes, the model can better learn the 
features representing each class, thereby improving overall facial expression detection performance. 
Despite the initial data imbalance, after augmentation, each class will have a more even amount of data, 
which can significantly enhance the accuracy and reliability of the facial expression detection model. 

 

  
(a) (b) 

 
Figure 7. Augmentation Process (a) Before (b) After 
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Labeling is done using the LabelImg tool from the Label Studio community. The goal is to mark 
objects in the image by providing bounding boxes and appropriate expression labels. The results of the 
labeling process are saved in the form of a txt file, which contains information about the expression class, 
coordinates of the x-axis and y-axis, and the width and height of each given bounding box. 

Labeling is very important in using the YOLO (You Only Look Once) algorithm because YOLO 
requires specific information about the location and class of objects in the image. Labeling provides 
information about the location and class of facial expressions that the model wants to detect. The YOLO 
model requires this information during training to understand and learn the patterns associated with 
each expression class. 

 
3.2. Implementation Model 

The performance of several YOLOv8 models is evaluated based on model size, speed, and 
accuracy. These models have the same input image size, namely 640x640 pixels, but have differences in 
the number of parameters and FLOPs (floating point operations per second). YOLOv8n, the smallest 
model, has 3.2 million parameters and 8.7 billion FLOPs, while YOLOv8x, the largest model, has 68.2 
million parameters and 257.8 billion FLOPs. Although YOLOv8x has the highest accuracy with a mean 
Average Precision (mAP) of 53.9%, the larger model size causes an increase in inference time, especially 
when using CPU, which took 479.1 ms on the A100 TensorRT CPU. In addition, the inference speed is 
also affected by the model size. YOLOv8n, despite fast inference performance with 80.4 ms on an A100 
TensorRT CPU, has a lower mAP compared to larger models [21] . 

 
Table 2. Detection Model of YOLOv8  

 

Model 
Size 

(pixels) 
mAPval (50-

95) 
Speed CPU ONNX 

(ms) 
Speed A100 TensorRT 

(ms) 
Params 

(M) 
FLOPs 

(B) 
YOLOv8n 640 37.3 80.4 0.99 3.2 8.7 
YOLOv8s 640 44.9 128.4 1.20 11.2 28.6 
YOLOv8m 640 50.2 234.7 1.83 25.9 78.9 
YOLOv8l 640 52.9 375.2 2.39 43.7 165.2 
YOLOv8x 640 53.9 479.1 3.53 68.2 257.8 

  
The training process was carried out using all series of YOLOv8 detection models, consisting of 

YOLOv8n, YOLOv8s, YOLOv8m, YOLOv8l, and YOLOv8x. It was carried out for 100 epochs with an image 
size of 640x640 pixels. This process aims to improve the model's detection ability for facial expressions 
to better understand and recognize various expressions through thorough training. 

After the training process, the evaluation results of the YOLOv8n model succeeded in getting a 
mAP (mean Average Precision) of 0.636. This model has an inference speed of 3.3 ms per image. 
However, the detection performance of happy and neutral expressions has a relatively low mAP, namely 
0.444 and 0.226. For expressions of anger, fear, sadness, and surprise, the YOLOv8n model performs 
well with mAPs of 0.391, 0.557, 0.171, and 0.308, respectively. 

The YOLOv8s model has a greater number of parameters compared to YOLOv8n and achieves a 
mAP of 0.840 with an inference speed of 2.4 ms per image. Expression detection in all categories, except 
neutral expression, has mAP above 0.7. For neutral expression detection, the model can detect with an 
AP of 0.585. 

The YOLOv8m model, with 25,843,234 parameters, achieves a mAP of 0.816 and has an 
inference speed of 5.4 ms per image. Detection of angry, fearful, and happy expressions produces mAP 
above 0.8, with values of 0.786, 0.966, and 0.886, respectively. However, the detection performance for 
neutral, sad, and surprise expressions still needs improvement, with mAPs of 0.613, 0.734, and 0.912, 
respectively. 

YOLOv8l has 43,611,234 parameters and achieves an mAP of 0.813 with an inference speed of 
9.1 ms per image. This model performs well in detecting angry, fearful, happy, and sad expressions with 
mAP of 0.799, 0.988, 0.94, and 0.537, respectively. However, the detection performance of neutral and 
surprise expressions is at a lower AP, namely 0.699 and 0.913. 

Finally, YOLOv8x, with 68,129,346 parameters, produces an mAP of 0.815. This model's 
inference speed is the slowest among the other model series, 14.0 ms per image. The detection of fear, 

http://u.lipi.go.id/1466480524
http://u.lipi.go.id/1464049910


 
JOIN | Volume 10 No. 1 | June 2025: 93-104  

 

 

 
 101 
 

happy, and sad expressions has an mAP above 0.9, with values of 0.968, 0.932, and 0.547, respectively. 
However, there was a decrease in performance in detecting neutral and surprise expressions, with AP 
of 0.699 and 0.926, respectively. 

The YOLOv8s model performs best, with the highest mAP of 0.840 and the fastest inference 
speed of 2.4 ms per image. The YOLOv8m and YOLOv8x models also perform well, although with slower 
inference speeds than YOLOv8s. 

 
Table 4. Result Model of YOLOv8 

Model 
Speed ( 

ms ) 
AP Angry 

AP AP AP AP AP 
folder 

Fear Happy Neutral Sad Surprise 
YOLOv8n 3.3 0.391 0.444 0.226 0.171 0.557 0.308 0.636 
YOLOv8s 2.4 0.861 0.984 0.917 0.585 0.939 0.754 0.840 
YOLOv8m 5.4 0.786 0.966 0.886 0.613 0.912 0.734 0.816 
YOLOv8l 9.1 0.799 0.988 0.94 0.537 0.913 0.699 0.813 
YOLOv8x 14.0 0.816 0.968 0.932 0.547 0.926 0.699 0.815 

 

  
(a) (b) 

  
(c) (d) 

 
(e) 

 
Figure 8. F1-Confidence Curve (a) YOLOv8n (b) YOLOv8s (c) YOLOv8m (d) YOLOv8l (e) YOLOv8x 

 
Figure 8 shows the value of the F1-Confidence Curve, which illustrates the relationship between 

the F1-score value and the confidence threshold in the YOLO object detection model. YOLOv8x, even 
though it has high performance with an F1-score reaching 0.75, reaches this point in confidence with a 
relatively low threshold, namely 0.181. This illustration shows that this model can produce highly 
accurate detections even with low confidence levels. 

YOLOv8s performs slightly better with an F1-score of 0.79 but reaches a higher confidence 
threshold of 0.413. The F1-score indicates that this model requires a higher confidence level to produce 
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detections equivalent to YOLOv8x. Meanwhile, YOLOv8n has a lower F1-score, namely 0.59, and reaches 
that point at a confidence threshold of 0.209. This F1-score shows that this model performs less than 
YOLOv8x and YOLOv8s at the same confidence level. 

YOLOv8m and YOLOv8l have almost equivalent F1-scores, reaching 0.73 and 0.75 respectively. 
However, both reach this point at different confidence thresholds, with YOLOv8m at 0.454 and YOLOv8l 
at 0.220. Although both have almost the same performance, YOLOv8m is more confident in its 
predictions than YOLOv8l at the same confidence level. 

 

  
(a) (b) 

  
(c) (d) 

Figure 9. YOLOv8l Testing Results 

 

The testing of the models on students during learning showed that the five models resulting 
from training and validation successfully recognized student facial expressions such as happy, sad, 
surprised, and neutral. However, fearful expressions tend not to appear during the testing process 
during learning, with the threshold value used in model testing being the default value, 0.25. However, 
each model faces several problems. YOLOv8x tends to detect surprised and sad expressions erroneously. 
YOLOv8m has difficulty recognizing angry expressions. YOLOv8s experienced errors in recognizing 
expressions of surprise and sadness identified as anger. YOLOv8n has an error in detecting happy 
expressions detected as neutral or surprise. However, compared to other models, YOLOv8l performs 
best in recognizing several expressions, including angry, happy, sad, surprised, and neutral. This 
comparison shows that the YOLOv8l model can recognize student facial expression variations 
accurately. Overall, the YOLO object detection algorithm, especially YOLOv8, successfully recognized 
angry, happy, sad, surprised, and neutral expressions well, although fear expressions tend not to appear 
in the learning process. 
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3.3. Discussion 

This study highlights the importance of balancing model size and inference speed with detection 
accuracy in real-time applications such as facial expression recognition in educational settings. While 
YOLOv8x provides the highest accuracy, its slow inference time makes it less practical for environments 
where real-time processing is critical. On the other hand, YOLOv8s offers a good balance of speed and 
accuracy, making it the most suitable choice for facial expression detection in dynamic learning 
environments. 

The findings also suggest that augmenting less-represented classes, such as fear and surprise, 
can significantly enhance the model's ability to generalize across various facial expressions. Further 
investigation is needed to improve the detection of neutral and happy expressions, which presented 
challenges in the lower-performing models. 

 
4. CONCLUSION  

In the performance comparison between various YOLOv8 model series—YOLOv8n, YOLOv8s, 
YOLOv8m, YOLOv8l, and YOLOv8x—several key conclusions can be drawn regarding performance and 
inference speed. The YOLOv8s model demonstrates the best balance of performance and speed, 
achieving the highest mean Average Precision (mAP) of 0.840, with the fastest inference speed of 2.4 ms 
per image. This makes YOLOv8s the most efficient model in terms of both accuracy and speed. YOLOv8m 
and YOLOv8x also perform well, with mAPs of 0.816 and 0.815, though their inference speeds are slower, 
at 5.4 ms and 14.0 ms per image, respectively. YOLOv8n, while showing good performance with an mAP 
of 0.636 and a relatively fast inference speed of 3.3 ms per image, has lower accuracy compared to the 
other models. YOLOv8l, with an mAP of 0.813 and an inference speed of 9.1 ms per image, shows 
consistent detection capabilities but is slightly slower than YOLOv8m. 

All models were able to detect key facial expressions—angry, happy, sad, surprised, and 
neutral—though with varying levels of accuracy across different expressions. YOLOv8s and YOLOv8m 
performed strongly across most expression categories, with mAPs above 0.7 for most expressions. 
YOLOv8x, while having the slowest inference speed, excelled in detecting fear, happy, and sad 
expressions with an mAP above 0.9. However, each model had some challenges: YOLOv8n struggled with 
detecting happy and neutral expressions, YOLOv8m had difficulty with angry expressions, YOLOv8s 
often misclassified surprised and sad expressions as angry, and YOLOv8x tended to err in detecting 
surprised and sad expressions. On the other hand, YOLOv8l demonstrated the most accurate recognition 
across various facial expressions, outperforming the other models in this regard. 

During the learning and testing phases with students, all models, including YOLOv8l, showed 
high accuracy in recognizing common expressions such as happy, sad, surprise, and neutral. Fear 
expressions, being less common or intense in the learning context, were less frequently detected, but the 
models still performed well in identifying them. YOLOv8l, in particular, stood out for its ability to capture 
a wide range of facial expression variations, which further highlights the effectiveness of YOLOv8, 
especially in educational settings where accurate facial expression recognition is crucial for assessing 
student engagement and emotions. 
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