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This research aims to understand the effect of the number of nodes on 
the performance of data communication in Nomad clusters using the 
gossip protocol. Through a series of tests, it can be concluded that data 
communication performance is greatly affected by the number of nodes 
in the cluster. Tests were conducted using two clusters, where one 
cluster consists of three nodes. The results show that when using a 
cluster with three nodes, no packet loss occurs in all data transmissions 
performed, indicating a reliable communication system. The average 
latency in one data communication cycle varied in each test, but 
generally remained within the acceptable range of below 100ms based 
on data communication quality of service parameters. CPU and disc 
usage remained relatively stable throughout the experiment. Although 
there were slight differences in throughput between clusters, the 
throughput generally remained above 100 Mbps, which is still in the 
good category according to the research parameters. These results show 
the importance of taking into account the number of nodes in the cluster 
in designing and managing data communication systems in a Nomad 
cluster environment with the gossip protocol. 
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1. INTRODUCTION 

Within the increasingly advanced digital era [1], the telecommunications industry faces 
challenges in managing and transferring data quickly and efficiently [2]. Data communication 
management (orcheastor) manages and coordinates tasks run on a distributed computing system [3]. 
These tasks can be applications [4], services [5], data, or computing jobs that need to be run and 
managed [6]. Some examples of popular orchestrators or task managers include Kubernetes [7], Nomad 
[8], Mesos [9], and Docker Swarm [10]. Each orchestrator has different approaches and features in 
managing tasks [11], depending on the needs and usage scenario [12]. Nomad clusters, as an innovative 
application management system [13], have become a popular solution in organizing and deploying 
application workloads in complex environments [14]. In Nomad clusters, the gossip protocol is used to 
maintain consistency and disseminate information between nodes in the network [15]. The gossip 
protocol has great potential to affect the performance of data communication in Nomad clusters [16], 
especially when it involves different numbers of nodes [17]. The effect of the number of nodes in a 
Nomad cluster on data communication performance has not been fully understood and studied in depth 
[18]. Therefore, this research will explore and analyze the effect of the number of nodes on data 
communication performance in a Nomad cluster using the gossip protocol. 
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The Nomad cluster management platform has emerged as a popular cluster management 
platform [19], enabling its use in a wide range of applications [20], including telecommunications [21]. 
The gossip protocol, used in communication between nodes in a Nomad cluster, offers flexibility and 
resilience to failures [22]. However, the effect of the number of nodes on data communication 
performance in a Nomad environment is still not fully understood. Previous studies have provided 
insights into data communication performance in Nomad clusters [8], but most focus on specific aspects 
such as packet loss, latency, CPU usage, and disc usage [23]. There has been no research that specifically 
explores how varying the number of nodes in a Nomad cluster can affect the overall performance of data 
communication. Therefore, this research aims to fill this knowledge gap by investigating the effect of the 
number of nodes on data communication performance in Nomad clusters using the gossip protocol. By 
understanding the impact of the number of nodes on performance parameters such as packet loss, 
latency, throughput, and resource usage, this research is expected to provide valuable guidance for 
telecommunication companies in designing and managing their Nomad cluster infrastructure more 
efficiently and effectively. In addition, the results of this research can provide valuable insights for the 
development of cluster technology and distributed communication protocols in general. These results 
are expected to help improve the efficiency and effectiveness of cluster infrastructure design and 
management while promoting advances in distributed network technology. 
 
2. METHOD  

2.1.  Research Phases 

The research phase begins with a Literature Study to understand the concepts and theories 
relevant to the research. After that, enter the Software Design stage, where the system is designed 
according to the research needs. The next phase is Testing the System, where the system that has been 
designed is tested to make sure it works well. If the system does not work as expected, return to the 
Software Design stage for improvement. However, if the system works well, the research proceeds to 
the Analysis and Conclusion stage, where the test result data is analyzed, and conclusions are drawn 
based on the research findings. This research will be carried out in stages and structured to ensure 
accurate and meaningful research results. The stages of this research can be observed in Figure 1. 

 

 
Figure 1. Research flowchart 

2.2.  Architectural Design 

The research architecture design in this research method will include several important 
components. Firstly, a Nomad cluster consisting of several nodes will be formed and used in testing. Each 
node will have a defined role, such as leader nodes, follower nodes, and additional follower nodes, as 
listed in Figure 2. In Nomad clustering, determining follower nodes and leader nodes is an important 
step in organizing and managing dynamically moving computing resources [24]. 
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Figure 2. Architectural Design 

Using various approaches [25], Nomad clustering can determine the appropriate follower nodes 
and leader nodes to optimize the management of mobile computing resources. Resources, reliability, 
availability, user preferences, and the dynamics of the computing environment can influence this 
decision. In this research, a resource characteristics approach is used to determine the leader and 
follower nodes. The best resource that will be used as a leader node is selected on a node with a 
maximum disk capacity of 60 GB with 2 GB of RAM (Random Access Memory). Meanwhile, the resource 
used as a follower node only has a maximum disk of 60 GB with 1 GB of RAM. While the two nodes are 
each installed using the Linux Centos 64-bit Operating System with 1 CPU core. 

2.3.  System Testing Method 

The system testing method is carried out in several stages. First, Testing 3 Nomad Nodes in 1 
Cluster was conducted to test the initial performance of the system. After that, a Test Scenario Evaluation 
is carried out to evaluate the stability conditions of the system. The test continues to the next stage if a 
stable condition is achieved. However, if it is unstable and there is an increase in disc and CPU usage, the 
test returns to the previous step for improvement. Next, the cluster is added with Added 1 Nomad 
Cluster with 3 Nodes, and the test scenario is repeated with the evaluation of stability conditions at the 
Test Scenario Evaluation stage. If a stable condition is achieved, the process continues, but if not, the 
previous steps are repeated for improvement. This process is repeated until the desired conclusion is 
reached at the Conclusion stage. Several relevant performance metrics will be taken during the test, such 
as data transfer time, latency, throughput, and CPU and memory utilization on each node. These 
measurements will provide a comprehensive picture of the data communication performance in Nomad 
clusters with varying numbers of nodes in the same cluster and different clusters. Furthermore, the test 
data will be evaluated using experimental methods.  
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Figure 3. Testing Methods Flowchart 

During the testing process, as described in Figure 3, other factors that can affect data 
communication performance will also be considered, such as network speed, network latency, and the 
workload of the application running on each node. This aims to ensure the tests are conducted under 
realistic conditions and obtain more accurate results. With this structured testing method, it is hoped 
that this research can provide an in-depth understanding of the effect of the number of nodes on data 
communication performance in Nomad clusters using the gossip protocol. The test results will serve as 
a basis for identifying the relationship between the number of nodes and data communication 
performance, as well as provide valuable insights into the future development of Nomad clusters. 

2.4.  Data Evaluation Method 

The data evaluation method will be conducted using a structured and scalable approach. Firstly, 
communication performance data will be collected through experimental testing using various scenarios 
with varying numbers of nodes in the Nomad cluster. Tests will be conducted by sending simulated data 
and observing the data transfer time and throughput achieved. In addition, the evaluation method will 
also involve collecting data from logs and statistics generated by the Nomad Cluster, including 
information on latency, resource utilization, and data transfer reliability. The data obtained will be 
quantitatively analyzed using statistical methods such as regression analysis to determine the 
relationship between the number of nodes and communication performance. Although the data 
evaluation methods have been described in a structured manner and the scales used have been well 
described, the specific details regarding the use of the Tetris game and similar methods are not described 
in depth to keep the focus on the general data evaluation approach. The Tetris game and similar methods 
are only mentioned as a specific example of the test scenario. This lack of explanation is intended to keep 
the flow of explanation consistent and not fragmented.. This data evaluation will provide a better 
understanding of how the number of nodes in a Nomad cluster affects data communication performance, 
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thus providing valuable insights for the telecoms industry. The parameters that will be investigated in 
this study can be seen in Table 1 [6]. 

Table 1. Parameters to be researched [6] 

No Parameter Description 

1 Number of Nodes Number of nodes involved in the Nomad cluster 
2 Gossip Protocols Communication protocols used in Nomad clusters 
3 Communication Latency Time required to transfer data between nodes 
4 Data Traffic Volume of data sent and received by each node 
5 Communication 

Throughput 
Data transfer rate between nodes in the cluster 

6 Packet Loss Percentage of data packets lost during the communication process 
7 Resource Usage Utilisation of CPU, memory, and other resources on each node 
8 Scalability The ability of Nomad clusters to cope with an increasing number of 

nodes 
9 Availability Level Level of availability of Nomad clusters in servicing demand 

 
The parameters commonly used in determining the quality of a data communication service can 

be seen in Table 2. 

Table 2. Data communication service quality parameters [26] 

No Parameter Minimum Standard 
1                  Latency < 100 ms 
2              Data Traffic - 
3             Throughput > 100 Mbps 
4 Packet Loss < 1% 

 
It should be noted that the minimum standards listed above are only general guidelines and may 

vary depending on the needs of a particular application or data communication environment [26]. Such 
minimum standards aim to maintain good data communication quality by minimizing latency, ensuring 
adequate throughput, and minimizing packet loss. By observing and evaluating these parameters, 
patterns, and relationships between the number of nodes and data communication performance in a 
Nomad cluster will be seen. 
 
3. RESULT AND DISCUSSION 

3.1.  Results of Data Communication Testing on Server Cluster 

 
Figure 4. Cluster 1 test results with node leader 

As shown in Figure 4, node-3 is used as the leader node because of its superior resource 
characteristics compared to other nodes, especially in the RAM capacity of 2 GB, where node-2 and node-
1 only have 1 GB RAM capacity. After forming cluster 1 according to the architecture shown in Figure 5, 
the next step is to test the data communication between nodes in the server cluster. This test is done by 
running an application on the server that will observe the interaction of data communication between 
nodes in the cluster. This test aims to test the initial hypothesis regarding the effect of the number of 
nodes on data communication in Nomad, both communication that occurs within a cluster and between 
clusters. Thus, implementing the gossip protocol in the server cluster will be evaluated to understand 
how increasing or decreasing the number of nodes affects data communication performance in a Nomad 
environment. The results of these tests are expected to provide a deeper insight into the effect of the 
number of nodes on data communication performance on the Nomad platform. 
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Figure 5. Implementation of Cluster 1 Architecture Design 

The results of data communication testing on the server cluster show that an attempt was made 
to send ping data from the leader node to the member nodes to monitor parameters such as packet loss, 
latency, CPU usage, and disc usage. Based on the data recorded in Figure 6 (A), in 10 times of sending 
data from node 3 to node 1, there was no packet loss (0%), with an average CPU usage of 50 Mhz and 
disc usage of 0.001 Mb. In addition, the average latency in one data communication cycle was 0.9879 ms. 

 

 
Figure 6. (A) Data Communication of Node 3 to Node 1 (Without Running Application) (B) Data Communication of Node 3 to 

Node 2 (Without Running Application) 

 
Similarly, based on the data in Figure 6 (B), in the 10 times of sending data from node 3 to node 

1, there was also no packet loss (0%), with the same average CPU usage and disc usage as in the previous 
data. The average latency in one data communication cycle in this experiment was 0.22555 ms. These 
results show that data transmission between leader nodes and member nodes in the server cluster is 
done without packet loss, with relatively low resource usage and fast latency, which supports the initial 
hypothesis regarding the number of nodes' effect on Nomad's data communication performance. 
Furthermore, testing was carried out by running the Tetris game application on the leader node. 
Furthermore, testing was carried out by running a job on Nomad as a Tetris game application on the 
leader node. This aims to evaluate Nomad's performance in distributing jobs to member nodes in a 
cluster. 

 

 
Figure 7. (A) Data Communication of Node 3 to Node 1 (Running Application (B)Data Communication of Node 3 to Node 2 

(Running Application) 
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From the data obtained in Figure 7 (A), in 10 times of sending data from node 3 to node 1, there 
was no packet loss (0%). The average CPU usage recorded was 50 Mhz, while the disc usage reached 256 
Mb. The average latency in one data communication cycle was 3.4668 ms, with an average throughput 
of 256 Mbps. Meanwhile, in Figure 7 (B), the results of sending data from node 3 to node 1 also show no 
packet loss (0%) in 10 trials. CPU usage and disc usage also show similar numbers, which are 50 Mhz 
and 256 Mb, respectively. However, there was a difference in latency, which remained stable at 3.4668 
ms, and throughput, which also remained consistent at 256 Mbps. The test results show a difference in 
data communication parameters before and after running the Nomad job. This shows the effect of job 
execution on data communication performance in the Nomad cluster. This data provides valuable insight 
into understanding how jobs or applications run in the cluster can affect the overall data communication 
performance. 

3.2.  Results of Data Communication Testing on Client Cluster 

As shown in Figure 8, node-4 is used as the leader node because of its superior resource 
characteristics compared to other nodes, especially in RAM capacity of 2 GB compared to node-5 and 
node-6, which have only 1 GB RAM. Further tests will be conducted to monitor the performance of data 
communication in this client cluster, as well as to evaluate the effect of the number of nodes on data 
communication performance in a Nomad environment using the gossip protocol. After forming cluster 
1 client according to the architecture shown in Figure 9, the next step is to test the data communication 
between nodes in the client cluster. This test is done by running an application on the client that will 
observe the interaction of data communication between nodes in the cluster. 

 

 
Figure 8. Cluster 2 test results with node leader 

 

 
Figure 9. Implementation of Cluster 2 Architecture Design 

From the test results recorded in Figure 10, in part (A), it can be seen that in the 10 times of 

sending data from node 4 to node 5, there was no packet loss (0%). The average CPU usage was 50 Mhz, 

and the disc usage was only 0.001 Mb. In addition, the average latency in one data communication cycle 

is 0.4392 ms. While in part (B), in 10 times of sending data from node 4 to node 6, there was also no 

packet loss (0%). CPU and disc usage were the same as in the previous experiment, at 50 Mhz and 0.001 

Mb, respectively. However, the average latency in one data communication cycle was slightly lower, at 

0.3579 ms. 
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Figure 10. Data Communication of Node 4 to Node 5 (Without Application Running) (B)Data Communication of Node 4 to Node 6 

(Without Application Running) 

 
From the analysis of the results, it can be seen that although there is no significant difference in 

the usage of resources such as CPU and disk between the experiments from node 4 to node 5 and from 

node 4 to node 6, there is a notable difference in latency. The experiment from node 4 to node 6 shows 

a lower latency value compared to the previous experiment, indicating that the data communication 

between node 4 and node 6 has a faster response time. Furthermore, testing was carried out by running 

a job on Nomad in the form of a Tetris game application on the leader node. This aims to evaluate 

Nomad's performance in distributing jobs to member nodes in a cluster as well as in testing the server 

cluster. 

 
Figure 11. (A) Data Communication of Node 4 to Node 5 (Running Application) (B)Data Communication of Node 4 to Node 6 

(Running Application) 

Based on the data in Figure 11, in part A of sending data from node 4 to node 5, there is no 

packet loss (0%) with an average CPU usage of 50 MHz and disk utilization of 256 Mb. The average 

latency in one data communication cycle is 3.48 ms. While sending data from node 4 to node 6 in section 

B, there is also no packet loss (0%) with the same average CPU usage and disk utilization as in the 

previous transmission, namely 50 MHz and 256 Mb. However, there is a difference in the average 

latency, wherein the delivery from node 4 to node 6, the latency has increased to 3.648 ms. This shows 

the variation in data communication performance between different nodes in the client cluster, which 

can be affected by various factors such as the number of member nodes in a cluster, network traffic, and 

the density of resource usage on each node. 

3.3.  Testing Results of Data Communication between Clusters 

In the test results of data communication between clusters, 2 clusters were tested with a total 
of 6 nodes, consisting of 3 server nodes and 3 client nodes divided into server clusters and client clusters, 
according to the architectural design in the architectural design implementation figure 12. The test was 
carried out by running the Nomad job containing the Tetris game application, where the job was 
distributed from the leader node on the server cluster. After that, the client node requests a job to the 
job server so that the job distribution is carried out from the leader node on the server cluster to all 
nodes in the client cluster using the gossip protocol. 
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Figure 12. Architectural Design Implementation Results 

The test results of data communication between clusters show that sending data from node 3, 
which serves as the leader node in the server cluster, to node 4, which serves as the leader node in the 
client cluster, results in an average latency of 3.505 ms in 10 times sending data, with a throughput of 
255.1 Mbps. Packet loss in the test was 0%, and the average CPU usage was 39 Mhz, while the disc usage 
was 258 Mb, as shown in Figure 13. Analysis of the data shows that the average latency is slightly higher, 
and the average throughput is slightly lower compared to the results of previous data communication 
tests on server clusters and client clusters. Nevertheless, these results still show good performance in 
sending data between clusters, with latency still within an acceptable range and fairly high throughput 
when referring to Table 2 related to data communication service quality parameters. The correlation of 
these results with the research title suggests that increasing the number of nodes in a Nomad cluster can 
potentially affect data communication performance. 

 

 
Figure 13. Observation results of the alert status log on Cluster 1 during testing 

Testing client and server cluster data communication also involves checking the status of the 
alert log on each cluster. This aims to ascertain whether there is a possibility of an alert, such as a failure 
in communication between nodes or clusters or even a disconnection at one of the nodes. This checking 
process is recorded and documented in Figures 13 and 14. The test results also show that the job 
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distribution process between clusters using the gossip protocol can run well. In each iteration of job 
delivery from the server cluster to the client cluster, there is no failure in data transmission and no 
packet loss. In addition, performance parameters such as latency, throughput, CPU usage, and disk 
utilization are also observed to evaluate overall system performance. 

 

 
Figure 14. Observation results of the alert status log on Cluster 2 during testing 

From the log observations made, it can be concluded that both clusters were in good condition 
during the test when referring to the parameters in Table 2, given that there were no alerts indicating 
packet loss or very high latency. Both clusters have been operating properly for 2 days, and no alerts 
were detected during the test. This indicates that the system has been functioning stably and reliably in 
carrying out its duties and did not experience any significant disruptions during the test. This research 
emphasizes the importance of ensuring system stability and availability in various situations, especially 
in a distributed environment such as a Nomad cluster. By regularly monitoring status logs, researchers 
can ensure that the system operates as intended and is ready to handle assigned tasks efficiently and 
reliably. 

 
4. CONCLUSION 

Based on the results of data communication testing on Nomad clusters using the gossip protocol, 
it can be concluded that the number of nodes in the cluster influences data communication performance. 
Test data using two clusters with one cluster consisting of three nodes shows no packet loss in all data 
transmissions made, so the communication system becomes reliable. The average latency in one data 
communication cycle varied in each test but generally remained within the acceptable range of <100ms 
based on data communication service quality parameters. CPU usage and disc usage were also relatively 
stable throughout the experiment. There were slight differences in throughput between clusters. 
However, the throughput generally had values > 100 Mbps and was still in the good category according 
to the research parameters. 
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