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Software defect prediction (SDP) is used to identify defects in software
modules that can be a challenge in software development. This research
focuses on the problems that occur in Particle Swarm Optimization (PSO),
such as the problem of noisy attributes, high-dimensional data, and
premature convergence. So this research focuses on improving PSO
performance by using feature selection methods with hybrid techniques
to overcome these problems. The feature selection techniques used are
Filter and Wrapper. The methods used are Chi-Square (CS), Correlation-
Based Feature Selection (CFS), and Forward Selection (FS) because
feature selection methods have been proven to overcome data
dimensionality problems and eliminate noisy attributes. Feature
selection is often used by some researchers to overcome these problems,

because these methods have an important function in the process of
reducing data dimensions and eliminating uncorrelated attributes that
can cause noisy. Naive Bayes algorithm is used to support the process of
determining the most optimal class. Performance evaluation will use AUC
with an alpha value of 0.050. This hybrid feature selection technique
brings significant improvement to PSO performance with a much lower
AUC value of 0.00342. Comparison of the significance of AUC with other
combinations shows the value of FS PSO of 0.02535, CFS FS PSO of
0.00180, and CS FS PSO of 0.01186. The method in this study contributes
to improving PSO in the SDP domain by significantly increasing the AUC
value. Therefore, this study highlights the potential of feature selection
with hybrid techniques to improve PSO performance in SDP.
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1. INTRODUCTION

Software defect prediction (SDP) is an inconvenient challenge because it has a negative effect
on future software development. In SDP, it is one of the important aspects and needs more attention to
ensure software quality and reliability [1]. Software that is detected to have defects will produce
unexpected results during deployment [2]. The use of datasets in SDP often encounters cases such as
high-dimensional data, noisy attributes, and imbalanced classes [3]. Particle Swarm Optimization (PSO)
is used to solve optimization problems due to its simplicity, fast convergence, effectiveness, and excellent
generalization ability. PSO is one of the most widely recognized Evolutionary Computation (EC)
algorithms [4]. PSO adopts the social behavior of birds which is algorithmically translated to solve
optimization problems where it is described as a flock of birds as a swarm of particles and each particle
represents a candidate solution to find the best solution in a certain dimensional space [5]. PSO also has
weaknesses that are very influential in the implementation process. In the case of PSO, high-dimensional
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datasets also have the effect of causing convergence to be premature, making it less effective in handling
noisy attributes [6] [7]. PSO often requires more iterations and produces much more complex models
when applied to high-dimensional datasets [8]. In response to these challenges and in pursuit of
enhancing the efficacy of PSO, a variety of methods have been introduced. These methods aim to either
modify the PSO algorithm itself or integrate it with other metaheuristics. By capitalizing on the strengths
of diverse algorithms, these approaches seek to enhance the overall performance of PSO [9].

This research is based on several research references that relate to the research to be carried
out. This research will use feature selection from filter techniques such as Chi-Square and Correlation-
Based Feature Selection. As well as selection from wrapper techniques such as Forward Selection. Then
it will use machine learning from the Naive Bayes classification algorithm. As in the research conducted
by Igbal in 2020. This research method involves such as multi filter and multi layer filter techniques.
This research focuses on the realm of software defect prediction where the Area Under the Curve (AUC)
result obtained is 0.817. In research conducted by Chakraborty in 2020, using a hybrid method called
Hellinger net. This hybrid method combines several tree-based methods, such as Decision Tree and
Random Forest which are integrated with the ensemble method in it. The result given in the average
AUC value is 0.760. In research conducted by Harzevili in 2021, conducted research using MLMNB
combined with statistical hypothesis testing. This method is one type of extension of naive Bayes
classifier for research in SDP. The AUC result obtained is 0.690. In research conducted by Balogun in
2020, using multiple filters such as several machine learning (Decision Tree and Naive Bayes), Chi-
Square, ReliefF, Information Gain, and Rank Aggregation-Based Multi-Filter. The example taken is when
using Naive Bayes machine learning. The AUC result obtained is 0.746. Then the last research from Ding
in 2020, using the Pruned Histogram-based isolation forest method to improve SDP performance. The
AUC result obtained is 0.792. So the basis of the previous research above will be the basis of this research,
namely by combining several feature selection techniques to produce a much higher AUC value.

In the process of overcoming the problem of high dimensionality and noisy attributes, one can
use feature selection such as Chi-Square (CS). The CS method is one of the methods of the filter technique.
CS has a contribution in helping to remove redundant and irrelevant attributes and select the most
distinct features to minimize the data resulting in higher classification accuracy [10]. In addition, there
are other filter techniques that can help overcome these problems such as Correlation-Based Feature
Selection (CFS). This technique helps reduce the dimensionality of the data by identifying attributes that
have a high correlation and also removing attributes that have no correlation with the target. This
method is effective for reducing data dimensionality and noisy attributes so that prediction accuracy can
be improved [11]. Theoretically, the research shows that applying filter methods in reducing
dimensionality and removing noisy attributes by a number of classifiers has the potential to improve
results in their prediction models [12]. After CS and CFS as filter techniques in this research, another
wrapper technique of feature selection called Forward Selection (FS) is added. FS is a feature selection
technique that begins with an empty set of features and progressively adds unused features. During the
initial iteration, each feature is evaluated individually. Subsequently, in each iteration, one additional
feature is added to the feature subset from the previous iteration, and the newly formed feature subset
is re-evaluated. To minimize the number of evaluations needed, only the best feature subsets are
retained after each iteration [13]. The process will be supported by the Naive Bayes (NB) classification
machine learning algorithm. NB will work on the "naive" assumption that the independent effect of an
attribute value on a given class is independent of other attribute values [14]. In NB, each attribute is
treated equally, although in real-world applications, attributes can have different roles in discriminating
classes [15].

This research focuses on solving PSO problems in SDP such as high-dimensional data and noisy
attributes. The proposed method is feature selection with hybrid techniques. The techniques used are
Filter and Wrapper, where the methods to be used in the Filter are CFS and CS, then from the Wrapper
used is FS. By utilizing both feature selection techniques, a solution is created that can solve the problem
of high-dimensional data and eliminate noisy attributes. In addition, this process also involves the
classification machine learning algorithm of Naive Bayes to classify the classes that are considered the
most optimal in order to get better results. We believe this combination of research methods can
overcome the problem and improve the quality of AUC value in predicting software defects..

2. METHOD

The proposed research refers to a methodology of combining two techniques in feature
selection. The techniques used are Filter and Wrapper. The filters used are CFS and CS, while the
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wrapper used is FS. Then this hybrid technique will be integrated with the classification algorithm of
Naive Bayes to find the most optimal class.
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Figure 1. Research Flowchart
2.1 Data Collection

These experiments were conducted utilizing a set of 12 datasets sourced from NASA MDP D",
meticulously chosen to represent diverse scenarios and complexities. Among other datasets, the NASA
MDP dataset stands out, having been utilized in numerous research studies. However, it has also faced
criticism for potentially containing erroneous data [16]. The data used includes CM1, JM1, KC1, KC3,
MC1, MC2, MW1, PC1, PC2, PC3, PC4, PC5. This dataset can be downloaded from the following link
https://github.com/klainfo/NASADefectDataset. This dataset originates from software projects in
various domains and programming languages such as C, C++, and Java. However, the NASA MDP dataset
is known to contain class imbalance [17], noisy attributes [18], and high-dimensional data [19]. Table 1
is presented, containing specifications about each dataset used.

Table 1. Nasa MDP Dataset Spesifications

Datasets  Attributes  Instances Defects Non-Defects

CM1 38 327 42 285
M1 22 7782 1672 6110
KC1 22 1183 314 869
KC3 40 194 36 158
MC1 39 1988 46 1942
MC2 40 125 44 81
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MW1 38 253 27 226
PC1 38 705 61 644
pC2 37 745 16 729
PC3 38 1077 134 943
PC4 38 1287 177 1110
PC5 39 1711 471 1240

2.2 Correlation-Based Feature Selection

Correlation-Based Feature Selection (CFS) is a form of feature selection that belongs to filter
techniques. It works by selecting relevant features for the classification process in order to improve the
quality of the classification model itself [20]. CFS uses correlation measures to evaluate the quality of a
feature subset with the hypothesis that the optimal feature subset is one that contains features that are
highly correlated with the class, but not correlated with each other. The form of correlation measure
used is Pearson correlation where all variables have been normalized [15]. The selection of input
attributes with the most significant impact on the target variable is determined by evaluating the
association between the features and the target variable [21] [22] [23]. The coefficient size ranges from
-1 to 1, which indicates a positive and negative form or no correlation between the feature and the target
variable. This is a basic formula for calculating the Pearson Coefficient (1) [24]:

__ 2= 0)izy)
VEi-0? X(vi-y)?

(1)

2.3 Chi-Square

Chi-Square (CS) realizes a feature selection with filter technique that provides competitive
results compared to other methods. In CS, each feature of the dataset is determined by identifying the
features that depend most on the label. The features are sorted in descending order according to their
importance [25]. The Chi-square independence test will be employed in this study to investigate the
relationship between variables. One of the primary advantages of the Chi-square independence test is
its versatility, as it can be utilized for analyzing both nominal and numerical data [26]. Below is a simple
formula of CS that can be applied (2) [10]:

N(AD-CB)? @
(A+0)+(B+D)+(A+B)+(C+D)

CS (ty, ci) =

2.4 Wight Averaging

In this filtering process, the weight of the results given to each feature is in accordance with the
significance level of the correlation relationship obtained from the CFS and CS methods. In more detail,
the calculation of CFS as shown in the formula equation 1, after coming out the results obtained will be
stored first. Then the calculation is done using CS with the formula of equation 2, the results will then be
saved. Each of the results given from CFS and CS is weighted by taking the average of the results from
these two methods. The results from both methods will be correlated again with the calculation using
the FS method of the wrapper technique.

Algorithm 1. Pseudocode of Correlation of Formula 1 and 2

Begin
Dataset = fetch_dataset("NASA MDP D")
Feature_weight _corr = Correlation_based_feature_selection(Dataset)
Feature_weight _chi = Chi_square_feature_selection(Dataset)
Average_feature_weight = (Feature_weight_corr + Feature_weight_chi) / 2
Output_weight = Average_feature_weight

End
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2.5 Forward Selection

This feature selection algorithm belongs to the wrapper technique whose working principle is to select
the most relevant feature subset. The FS algorithm is one of the derivatives of the greedy search
algorithm that reduces the dimension of the feature space into feature subspaces. This approach helps
improve computational efficiency and reduces errors in removing irrelevant or noise-containing
features [27]. Wrapper methods employ a learning algorithm, typically a classifier, to evaluate the
effectiveness of features. Generally, wrapper methods exhibit superior performance in terms of accuracy
compared to filter methods, albeit with the trade-off of being computationally more intensive.
Conversely, filter methods are known for their efficiency, as they operate faster, but they may not always
achieve the same level of accuracy as wrapper methods [28]. Forward greedy selection is a modification
of the commonly used matching pursuit algorithm, also referred to as boosting in the machine learning
literature that analyzes the performance of matching pursuit algorithms to achieve good
approximations. While the forward greedy algorithm itself can yield good estimates, the selection of
bases it employs is often inefficient [29]. FS has a basic rule, which is to greedily select additional
predictors each step in reducing the squared error. This FS algorithm adds significant to the candidate
pool and eliminates redundant candidate predictors step by step until all are potential [30]. The
following is the formula for calculating FS (3) [31]:

|(ReS(Y|Xit)'ReS(Xf |Xit))| (3)
|Res(Y 15, )] - [[res(X; ;.|
This FS will set j,11 = j¢ U jirs and iterate until the model size has meets the predefined limit and the
termination has been met [31].

e L

2.6 Particle Swarm Optimization

PSO is one of the swarm-based algorithms used to find optimal solutions by simulating the
movement behavior of a group of particles inspired by the movement of a flock of birds. This algorithm
works by each particle representing a candidate solution to the problem to be solved. The particle's
position in the search space is determined by the fitness function. Particles will continuously search for
the optimal solution and approach better solutions in the search space. Through several filtering
iterations, the particle that has the optimal solution is expected to be reached [32]. The following PSO
formula can be used (4)(5) [32]:

Vit + 1) = oVi(t) + ey (Phi () — Xi () + o1 (Ghi(2) — Xi(0)) (4)

X,:(t+1) =Xi(t)+Vi(t+1) (5)

In PSO, there is the concept of Particle best (Pb) which is the optimization of the previous
particle, and Global best (Gb) which is the optimization result of the entire particle population during
iterations. In addition, there are acceleration factors, c1 and c2, which are used to set the learning step,
and rl1 and r2 are used to follow the distribution of random numbers in the search. The variable t
indicates the number of iterations, and x is the inertia weight used to maintain a balance between
exploration and exploitation capabilities in the search for solutions [32].

2.7 Performance Evaluation

To evaluate the findings in research focusing on PSO enhancement, this experiment using
feature selection with hybrid techniques method, such as CFS, CS, and FS. Furthermore, these feature
selection techniques will be integrated with the Naive Bayes machine learning classification algorithm.
This approach aims to thoroughly understand and evaluate the significance of each approach used. The
importance of the AUC (Area Under Curve) statistical value in assessing the classification performance
for this research evaluation cannot be ignored [33]. The range of AUC values ranges from 0 to 1, where
the higher the AUC value indicates better model performance [34]. The significance of the AUC output
will be determined based on the average performance of the model. A significance level of 0.05 will be
utilized, as it is a standard value commonly employed in testing research models, providing a confidence
level of 95%. [35].

Algorithm 2. Pseudocode of Formula Correlation with Previous Formula

Begin
Output_weight = Average_feature_weight
Fs_Pso_model = forward_selection_with_pso(Output_weight)
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Training_data, Testing_data = split_dataset(Fs_Pso_model)
Evaluation_metric = Cross_validation_naive_bayes(Training_data)
Test_result = test_ model(Training data, Testing_data(Fs_Pso_model))
Display_performance_evaluation(test_result)

End

3. RESULT AND DISCUSSION

This study aims to evaluate the effectiveness of feature selection with hybrid techniques with
filter and wrapper techniques with integration using Naive Bayes in overcoming problems that often
occur in PSO, such as noisy attributes, high-dimensional data, and premature convergence. This study
will assess whether this method can improve the output performance of the feature selection process
and whether the performance difference is significant based on the AUC value. This form of research
evaluation provides new insights into the use of different approaches in feature selection to improve
PSO performance in addressing frequently encountered problems and determine whether the feature
selection with hybrid techniques can provide better and statistically significant results in improving PSO
performance.

The results given in Table 2 below, display the output AUC difference values of 48 trials on 12
datasets from NASA MDP D". From the analysis, it can be seen that the performance of PSO improves
after combining the feature selection approach between filter techniques from CFS and CS with wrapper
techniques from FS, compared to using PSO. It is important to note that the potential of feature selection
with hybrid techniques can be said to obtain improved PSO performance optimization in handling noisy
attributes and high-dimensional data. The following is a further explanation of each column of table 2
below:

1. In the column with PSO method, the AUC value tends to be unbalanced in each dataset due to
the performance in PSO is too high dimensional data and a lot of noisy data so that the average
AUC value can be said to be inconsistent even at 0.855 with the lowest value at 0.672.

2. In the column with FS PSO, there is an imbalance in the consistency of performance values on
each dataset due to the lack of correlation in handling PSO problems and there is a decrease in
the average AUC value at 0.798 with the lowest value at 0.484.

3. In the column with the CFS FS PSO method, again experiencing a decrease in the performance
of the consistency of values on each dataset which is again due to the lack of good handling of
problems in PSO and the average AUC value has decreased at 0.767 with the lowest value at
0.561.

4. In the column with CS FS PSO method, there is a slight improvement although not significant,
the problem handling here is still not meaningful because the average AUC value is at 0.786 with
the lowest value at 0.540.

5. In the column with the combined CFS CS FS PSO hybrid method, there is a significant
improvement in performance compared to the others. Even when compared to PSO, there is an
improvement that is classified as significantly improved because it touches the average value of
AUC at 0.877 which proves successful in improving and handling problems in PSO with the
lowest AUC average value marked only at 0.679.

Table 2. Final AUC Perfomance

Datasets PSO FS PSO CFS FS PSO CS FS PSO CFS CS FS PSO
CcM1 0.895 0.819 0.828 0.882 0.892
M1 0.672 0.663 0.637 0.656 0.679
KC1 0.749 0.759 0.700 0.727 0.755
KC3 0.879 0.896 0.868 0.861 0.944
MC1 0.887 0.777 0.716 0.653 0.916
McC2 0.891 0.901 0.788 0.837 0.944
MW1 0.928 0.954 0.820 0.985 0.980
PC1 0.894 0.874 0.813 0.876 0.914
PC2 0.913 0.484 0.561 0.540 0.940
PC3 0.872 0.826 0.811 0.842 0.879
pPC4 0.901 0.883 0.893 0.862 0.916
PC5 0.773 0.745 0.767 0.713 0.765
Average 0.855 0.798 0.767 0.786 0.877
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Table 3 displays the performance quality based on the inter-testing methods. This comparison
compares the proposed method, namely feature selection with hybrid techniques, with a combination
of other methods. This is evidenced in columns two and three, in column two shows the value of
improving the quality of significance between several combined methods with feature selection with
hybrid techniques proposed in this study. While the third column shows whether it is significant or not.
This means that if the AUC value obtained is below the alpha AUC value of 0.050, then it can be said that
there is a "significance" performance improvement. Conversely, if the AUC value is above the alpha value,
it can be said that the performance improvement is "not significance". Here the focus is on improving
and fixing the problems found in PSO, if you look at the comparison of the CFS CS FS PSO method which
is the proposed method with PSO, it gets a superior value, which is around 0.00342 and this value is
below the predetermined alpha value so that it can be said that the quality of performance has improved
"significance". Then if you look at other comparisons between the proposed method of this research and
other methods, such as comparison with FS PSO getting a value of 0.02535 getting quality performance
"significance", comparison with CFS FS PSO getting a value of 0.00180 getting quality performance
"significance", comparison with CS FS PSO getting a value of 0.01186 getting quality performance
"significance". Judging from the overall quality of performance, all get "significance” which means
successful in solving the problems that exist in PSO with an increase in the quality of performance on
the AUC value.

Table 3. T-Test Result

Method Comparison T-Test (a = 0.050) Performance Quality
CFS CS FS PSO - PSO 0.00342 Significance
CFS CS FS PSO - FS PSO 0.02535 Significance
CFS CS FS PSO - CFS FS PSO 0.00180 Significance
CFS CS FS PSO - CS FS PSO 0.01186 Significance

This comparison compares several methods related to feature selection and overcoming
problems in SDP. The AUC result obtained in this study is 0.877 with the hybrid feature selection method.
This can prove that the AUC value generated from the method in this study gets results that tend to be
high compared to other studies. Table 4 serves to compare some previous research results that are
relevant to this research, namely in terms of improving and overcoming problems found in SDP.

Table 4. Comparison with Previous Research Methods

Previous Research Method Average AUC Proposed Research Method Average AUC
MLP FS ROS [36] 0.817 Hybrid Feature Selection 0.877
Hellinger Net [37] 0.760 Hybrid Feature Selection 0.877
MLMNB [38] 0.690 Hybrid Feature Selection 0.877
RMFFS NB CS [39] 0.746 Hybrid Feature Selection 0.877
PHBIF [40] 0.792 Hybrid Feature Selection 0.877

4. CONCLUSION

This study shows that the use of the proposed method, namely hybrid feature selection with a
combination of filter and wrapper techniques integrated with the Naive Bayes classification algorithm
can provide significant improvements in improving the performance of the PSO algorithm. In PSO itself
there are problems such as high dimensionality, noisy attributes, and premature convergence. The filter
techniques used are filtering methods such as CFS and CS. Then combined with wrapper techniques such
as FS. It can be seen from several combinations of methods that have been carried out by researchers
that several combinations other than the proposed method show inconsistent values on each NASA MDP
dataset which makes the assumption that there is no match in their use in terms of improving and
overcoming problems. Then after a combination of filter and wrapper techniques that produce quite
consistent values and on each dataset. Comparison of the AUC significance value between the hybrid
feature selection method compared to several other combinations shows a significant improvement in
performance quality with an AUC value that is below the alpha value of 0.050. The significant value
obtained from using the hybrid feature selection method reaches a value of 0.00342 compared to using
only PSO. Another comparison between such as with FS getting a value of 0.02535, with CFS FS getting
a value of 0.00180, and with CS FS getting a value of 0.01186. In addition, the average value resulting
from the use of methods with hybrid feature selection gets a value of 0.877. The selection of methods in
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this study provides evidence that Improving with Hybrid Feature Selection with a combination of filter
and wrapper techniques integrated with Naive Bayes can significantly improve quality while solving the
problem. Suggestions for future research can focus on further exploration of hybrid combinations of
different technique approaches and their application in different application domains to focus on quality
improvement and problem solving.
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