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Article Info ABSTRACT

Imbalanced data happens when the distribution of classes is not equal

Article history: between positive and negative classes. In healthcare, the majority class
Received January 03, 2023 typically consists of healthy patient data, while the minority class
Revised October 27. 2023 contains sick patient data. This condition can cause the minority class

prediction to be wrong because the model tends to predict the majority
class. In this study, we use a deep neural network algorithm with focal
loss that can deal with class imbalance during training. To balance the
data, we use the PCA-KMeans combination model to shrink the dataset
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and the ADASYN model to give the minority class more samples than it

Keywords: needs. In this study, the research problem is how well the two

ADASYN techniques can improve model performance, especially in minority case

Imbalanced Data classification. The mild model is the best without data balancing,

Machine Learning resulting in an accuracy value of 84%. The class 0 F1-score has a value

PCA-KMeans of 86%, whereas the class 1 F1-score has a value of 82%. The moderate

Strok model is the best model in the case study of PCA-KMeans balancing data,

roke resulting in an accuracy value of 89%; the class 0 F1-score is 91%; and

the class 1 F1-score is 85%. The extreme model is the best model in the
ADASYN data balancing case study, resulting in an accuracy value of
95%; the value in class 0 gets a F1-score of 96%, while the value in class
1 gets a Fl-score of 96%. Of the three test models, the best model is
obtained using ADASYN extreme data balancing with an accuracy value
of 95%, the value in class 0 with a F1- score of 93%.
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1 INTRODUCTION

Imbalanced data is a condition where the distribution of data class ratios is not equal between
positive and negative classes [1]. Various sectors, including the health field, often encounter imbalanced
data. In the health sector, normal or healthy patient data typically belong to the majority class, whereas
abnormal or sick patients fall into the minority class. This condition can cause the minority class
prediction to be incorrect because the model tends to predict the majority class [2].

There are 3 levels of imbalance, namely mild with the proportion of minority classes ranging
from 20-40% of the dataset, moderate with the proportion of minority classes ranging from 1-20% of
the dataset, and extreme with the proportion of minority classes <1% of the dataset [3]. Generally,
sampling methods or balancing the distribution of classes in a dataset can overcome data imbalances.
We divide sampling techniques into two categories: oversampling and undersampling [4].

If we carry out the data balancing process, classification methods can generally obtain optimal
results. However, there are some classification methods that have a function to overcome data
imbalances, such as Deep Neural Networks (DNN) with focal loss functions. Deep Neural Network (DNN)
with focal loss is a deep learning approach that addresses the issue of unbalanced classes in the dataset.
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Focal loss will focus and improve the model's accuracy and performance in predicting data from
minority classes [5].

Jing and Yuru conducted a machine learning performance analysis to predict strokes. Based on
the Imbalanced Medical Dataset, Jing and Yuru discuss the extreme data imbalance that results in 3806
samples, of which less than 5% are stroke patients after the data cleaning process. This study uses four
models for detecting stroke. The first model uses the SMOTE technique for oversampling minority
classes. The results show improved performance on several machine learning algorithms, including the
Logistic Regression (LR) algorithm, which increased the F1-score from 0.00 to 0.28 and the AUC from
0.50 to 0.71. The second model used is the Weighted-Voting Classifier which is a combined ensemble
method of several machine learning algorithms that results in better performance compared to other
methods. The third model uses Deep Neural Network (DNN) with Focal Loss. An approach that uses a
modified loss function to handle class imbalance. The results show almost as good performance as using
LR and SMOTE, with an f1-score of 0.31 and an AUC of 0.72. The last model has the best performance
among the four, which is the combined undersampling with PCA-KMeans and DNN-Focal Loss. This
method successfully reduces the class imbalance in the dataset and increases its size. The results show
that the F1-score reached 0.77 and the AUC reached 0.90 after 200 epochs [6].

In the research entitled Comparative Analysis of ADASYN-SVM and SMOTE-SVM Methods on the
Detection of Type 2 Diabetes Mellitus, the journal discusses data imbalance in a case study of diabetes
mellitus with 630 rows with 9 features in the dataset, of which 290 are diabetic patients and 340 are
non-diabetic patients. Due to data imbalance, researchers used the SMOTE and ADASYN methods to
balance the amount of diabetic and non-diabetic data, and used SVM as a classifier. This study produced
2 models, namely ADASYN-SVM with an accuracy of 87.3% and SMOTE-SVM with an accuracy of 85.4%
[71].

Based on the above explanation, we conduct comparative analysis on the level of data imbalance
using the deep neural network algorithm method with a focal loss function that has the ability to handle
class imbalance during training. The balancing techniques use a combination of PCA- KMeans to reduce
the dimensions of the majority class [8] and Adaptive Synthetic Sampling (ADASYN) which oversamples
the minority class [9]. So as to result in the best model of data balancing techniques with a balanced and
optimal classification performance, especially in the minority class, that will be applied to the deep
neural network algorithm to detect the possibility of stroke disease.

2. METHOD

An imbalanced dataset can cause the minority class prediction to be wrong because the model
tends to predict the majority class [2]. To alleviate this problem, we propose to balance the dataset by
using PCA-KMeans to reduce the size of the data and ADASYN to generate syntetic data.

There are three stages in this research: input, processing, and output. The dataset will go
through several preprocessing steps, namely label encoding [10], one hot encoding [10], outlier removal
[11], [12], missing values [13], and data normalization [14].

The next step involves processing the dataset for data balancing, utilizing the PCA-KMeans and
ADASYN techniques to produce balanced data models. The data processing also splits the data for
classification. We will divide the split data into training and testing data at a ratio of 80:20. The process
produces three models: models without data balancing, modes with PCA-KMeans balancing, and models
with ADASYN data balancing. All three models will be used to train DNN with focal loss as a classifier.
The next step is to evaluate the performance of the three models and compare them to find the best
model for each case study. As shown in Figure 1, the following is the research process.
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Figure 1. Research Method
2.1. Dataset Description
The Kaggle website [15] provided the dataset for this study, which predicts a patient's
likelihood of having a stroke. with 11 features and 1 target label, for a total of 5110 data samples, which
are divided into two classification classes, namely, Patients Not Likely to Have a Stroke and Patients
Likely to Have a Stroke, as shown in Table 1.

Table 1. Stroke Dataset

Class Description Total Data
0 Patient is not likely possible stroke 4681
1 Patient with Possible Stroke 249

2.2. Balancing Data with PCA-KMeans

PCA-KMeans is a data preprocessing technique that combines two methods, namely Principal
Component Analysis (PCA) and KMeans clustering. PCA, a statistical method, reduces the dimensionality
of data by transforming a set of observations of possibly correlated variables into a set of linearly
uncorrelated variable values known as principal components. [8].

KMeans clustering is a data analysis method used to group data into several clusters. KMeans
clustering aims to produce clusters where each data point in a cluster has the same characteristics by
calculating the distance between each data point and the centroid [16], [17]. Here, we don't directly use
the KMeans function as a cluster method; instead, we use it to create clusters of PCA process results for
interpretation [18].

2.3. Balancing Data with ADASYN

Adaptive Synthetic Sampling (ADASYN) is a sampling approach to the imbalanced learning
problem. This method generates synthetic data samples for minority classes in the dataset to address
the class imbalance problem [9]. The mainidea of ADASYN is to use a weighted distribution for instances
of minority classes based on the difficulty of learning [19]. It generates more synthetic data for difficult-
to-learn minority class examples compared to easier-to-learn examples. ADASYN aims to reduce the bias
introduced by class imbalance and shift the classification decision boundary towards difficult examples,
improving learning performance [20].

2.4. Classification with Deep Neural Network

Deep Neural Networks (DNN) are machine learning algorithms inspired by the structure and
function of biological neural networks in the human brain [21]. DNN is also a type of Artificial Neural
Network (ANN) that consists of several layers of interconnected artificial neurons to process data and
solve complex problems [22].
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Figure 2. DNN Architecture

Figure 2 shows the architecture of a Deep Neural Network, DNN, with the first layer as the input
layer [23]. This process is considered a flattening layer that converts the input into a 1- dimensional
vector. In DNN, Hidden Layer 1 is the layer between the input layer and output layer. It processes the
input from the previous layer and passes it on to the next layer [24]. This layer uses a dense layer type
that connects neurons connected to the nearest neuron, except neurons connected to the same neuron.
The number of neurons used in this layer is 128 with the activation function ReLu (Rectified Linear Unit).
Hidden layer 2 is the second layer after hidden layer 1, whose content is the same as hidden layer 1, with
a number of neurons of 64, which aims to gradually reduce the complexity of the model. This layer
continues to use the ReLu activation function. The output layer is the last layer in the DNN, providing the
final result of all data processing by the artificial neural network. The output layer can have one or more
nodes [25]. The type of layer used is a dense layer, with the number of neurons adjusted to the number
of classes or features in the classification task. This output layer uses a softmax activation function.

2.5. Focal Loss Function

Deep neural networks (DNNs) use the Focal loss function to handle class imbalance during
training. Focal loss uses a modulated cross-entropy loss term to focus learning on difficult
misclassification instances. [5].

3. RESULTS AND DISCUSSION
This point will explain how to implement and evaluate the performance of the PCA-KMeans and
ADASYN data balancing techniques using DNN classification with focal loss.

3.1. Preprocessing

The dataset will be subjected to some preprocessing, namely label encoding, which aims to
convert categorical data types in columns that have two labels into binary data; one hot encoding, which
aims to convert categorical data types in columns that have more than two labels into binary data and
new columns; outlier removal, which aims to eliminate redundancy data; checking for missing values;
and the data normalization process, which aims to equalize the range of values in the dataset. The
preprocessed datasets differ from the initial dataset in terms of the number of columns and data
samples. Table 2 shows the preprocessing result dataset.

Table 2. Preprocessing Dataset Result

Class Description Initial Data Total Data Percentage
0 Patient is not a possible stroke 4681 3481 74.4%
1 Patient with Possible Stroke 249 208 83.5%

3.2. PCA-KMeans Data Balancing Analysis

To handle the scale differences between features, we will standardize the preprocessed data so
that the feature values have a mean of zero and a standard deviation of one. Figure 3 shows the data
graph before and after data standardization in the moderate imbalance case study.
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Figure 3. Data Standardization

After standardization, the graph shows a change in the range of values and a wide distribution
in the data. After the data is standardized, we will proceed with the eigenvalue calculation process.
Eigenvalues quantify the extent to which each main component of the data can explain variability. Table

3 displays the eigenvalues for each variable in the moderate case.

Table 3. Eigenvalues

Gender 2,0754
Age 1,6046
Hypertension 1,5222
heart_disease 1,2842
ever_married 1,1997
work_type_govt_job 1,1725
work_type_private 1,0642
work_type_self-employed 1,0087
residence_type 0,9804
avg_glucose_level 0,9241
Bmi 0,8485
smoking status_unknown 0,7686
smoking status_formerly smoked 0,55
smoking status_never smoked 0
smoking status_smokes 0

According to the table, the decreasing eigenvalues represent the largest to smallest variation in
features. The gender feature has a high contribution to the total data variation, while
smoking_status_never smoked and smoking_status_smokes have a value of 0, which means they have no
contribution to the data variation. The selection of the number of main components using the elbow
method based on eigenvalue information resulted in 13 main components that explained 100% of the

data variation. Next is the PCA process, which produces the plot shown in Figure 4.
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Figure 4 Plotting result of PCA

In the moderate case study, Figure 4 shows the use of 13 principal components based on the
elbow method. The distribution of data generated by the PCA process is not evenly distributed but tends
to overlap. To overcome this, a KMeans process is needed, which aims to find patterns or clusters that
are difficult to identify by separating based on the main components. By using the elbow method and
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evaluation metrics to find the optimal number of clusters and silhoutte scores, the results obtained are
6 clusters and 30 silhoutte scores. Figure 5 illustrates the KMeans plotting process.
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Figure 5. Plotting result of Kmeans Process

Figure 5 shows the plotting results of the KMeans process with six clusters and an optimal
sihoutte value of 30. This clustering is based on the distribution patterns formed in the data, including
clusters representing minority classes. This cluster identification can focus on understanding and
processing data from the minority class for classification. The PCA-KMeans result data will be
undersampled using near miss by reducing the imbalance between the majority class and the minority
class in the clustering result data by selecting samples from the majority class that have a closer distance
to the minority class samples. Figure 6 shows the plotting results using near misses.
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Figure 6. Plot results using Near Miss

Based on Figure 6, the majority class is not stroke (0), which previously was 3481 data to 320
data. With the decrease in the number of data samples in the majority class, namely (0), it does not cause
information loss because the use of near miss still retains significant information from the majority class,
which has a closer distance to the minority class sample.

3.3. ADASYN's Data Balancing Analysis

ADASYN will process the preprocessing data, assigning more weight to the minority class and
generating new synthetic data examples based on the distance between the existing minority data
examples. Figure 7 is a visualization of the Euclidean distance in ADASYN in the moderate case.
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Figure 7. Visualization of Euclidean Distance Distance in ADASYN

Figure 7 is an example of Euclidean distance visualization for gender and age features. To
display the points based on the two features, we use the scatter plot, with the color reflecting the
Euclidean distance value to the first neighbor. The red line connects each point to its nearest neighbor
to give an idea of how close or far each sample is from its neighbors. The target ADASYN ratio for the
minority class is to reach a mild level of 20-40% of the dataset. The ratio between the majority and
minority classes in the preprocessing data is 16.7356, which indicates that the higher the ratio value, the
more unbalanced the class distribution. Therefore, the desired ratio parameter is set to target the
desired ratio between the minority class and the majority class after oversampling. The process of
increasing the ratio determines that the minority class represents 0.65, or 65%, of the samples from the
majority class compared to the minority class. We have obtained the new synthetic data shown in Figure
8 based on the set parameters.

Minority Sample Size Befaore Oversampling (5troke=1): 288
Number of Minority Samples After Oversampling (Stroke=1):

2298

Figure 8. Data Before and After ADASYN

3.4. Split of Training and Test Data
We will divide the dataset for the classification method into two parts: training data and testing
data. The division of the amount of data is shown in Table 4.

Table 4. Total Data in the Model

Tier Total Total
Imbalanced Class Target  Train Test Train Test Total Data in
data Label Data Data Data Data the Model
0 2784 697
Model Without Data Balancing 1 24 6 3481 30 3511
0 37 9
Extreme PCA-KMeans Data Balancing Model 1 23 7 60 16 76
0 2782 699
ADASYN Data Balancing Model 1 1802 448 4584 1147 5731
0 2789 692
Model Without Data Balancing 1 162 46 2951 738 3689
0 253 67
Moderate PCA-KMeans Data Balancing Model 1 169 39 422 106 528
0 2788 693
ADASYN Data Balancing Model 1 1828 462 4616 1155 5771
0 2788 693
Model Without Data Balancing 1 1828 462 4616 1155 5771
id 0 2788 693
Mi PCA-KMeans Data Balancing Model 1 1828 462 4616 1155 5771
0 2788 693
ADASYN Data Balancing Model 1 1828 462 4616 1155 5771

3.5. Parameter Setting for Focal Loss

We use Focal Loss to address the issue of imbalanced classes in classification tasks. In focal loss,
there are several parameters, namely the Gamma parameter, which aims to control the extent to which
focal loss penalizes misclassified samples. The higher the gamma value, the greater the penalty for
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misclassification. The Alpha parameter aims to weigh the contribution of positive and negative classes.
If the positive class is severely underweighted, the alpha value can be increased to give it more weight.

The gamma and alpha parameters used are 3.0 and 0.5. This is because it determines the priority
for the minority class with the test results of f1-score values of 84% and 77% for classes 0 and 1,
validation loss of 0.310 and 0.2048 for classes 0 and 1, and validation accuracy of 77.71% and 85.28%
for classes 0 and 1. In addition, the epoch determined is 50, because after epoch 50 there is an indication
of overfitting; the validation loss value increases, but the F1-Score value tends to have no increase.

3.6. Test Results on DNN Models Without Data Balancing

When testing the model using a preprocessed dataset consisting of 15 features and 1 target
column, the extreme case has 2808 training data samples and 703 testing data; the moderate case has
2951 training data samples and 738 training data samples; and the mild case study has 4616 training
data samples and 1155 data samples. Table 5 shows the test results without data balancing in each case.

Table 5. Model Testing Results Without Data Balancing

Imbalanced a A Precisi Recall F1- E h Train Valid Train Valid
Data Tier ass ccuracy recision eca Score “POC Accuracy  Accuracy Loss Loss

0 99% 97%  98% 1 78,67% 56,05% 0,018  0,6591

Extreme 1 96% 1% 17% 7% 50 96.66% 95,05%  0,0009  0,2671

0 , 95% 82% 88% 1 55,89% 68,7% 0,0731  0,6089

Moderate 1 79% 13% 39%  19% 50 82,92% 80,37%  0,00334  0,4239
) 0 , 94% 79%  86% 1 68,77% 7327%  0,4662  0,5253

Mild 1 84% 75% 92%  82% 50 87% 84,24% 02136 03697

Table 5 shows the classification report for each case. In extreme and moderate cases, the
classification report is high in class 0 and inversely proportional to class 1. In addition, the loss value in
both case studies tends to be low, which slows down its decline. Without data balancing, the mild model,
which has a balanced F1-score value between class 0 and class 1, emerges as the best model from the
three imbalance level case studies.

3.7. Test Results on DNN Model with Focal Loss Using PCA-KMeans Data Balancing

To test the model with a dataset that uses PCA-KMeans data balancing and has 13 features, 1
cluster column, and 1 target column, there are 60 training data samples and 16 testing data samples in
the extreme case studies. There are 422 training data samples and 106 training data samples in the
moderate case studies, and there are 4616 training data samples and 1155 testing data samples in the
mild case studies. Table 6 shows the results of the PCA-KMeans data balancing test in each case study.

Table 6. PCA-KMeans Data Balancing Model Testing Results
PCA-KMeans Data Balancing Test

Results

Imbalanced . F1- Train Valid Train Valid
Data Tier Class Accuracy Precision Recall Score Epoch Accuracy Accuracy Loss Loss
0 82%  100% 90% 1 66,67% 75% 0,0307 0,0267
Extreme 1 88% 100%  71% 83% 50 100% 100% 0,0006 0,0004
0 91% 91% 91% 1 66,47% 81,18%  0,0331 0,0297
Moderate 1 89% 85% 85% 85% 50 97,92% 87,06%  0,0036  0,0569
] 0 91% 86% 89% 1 72,72% 77,71%  0,0271 0,0302
Mild 1 87% 81% 87% 84% 50 94,37% 87,55%  0,0074  0,0336

Table 6 shows the classification report for each case. Extreme and mild cases generate
classification reports that are less balanced in class 0 and 1 precision. The moderate case generates
classification reports that are both balanced and consistent between class 0 and 1 precision. In addition,
the loss value in the three cases tends to decrease, indicating that the model learns from errors. Using
PCA-KMeans data balancing, we obtained the best model from the three cases of imbalance, which is a
moderate case with a balanced F1-score value between class 0 and class 1.

3.8. Test Results on DNN Model with Focal Loss Using ADASYN Balancing

We test the model using a dataset using ADASYN data balancing, which includes 15 features and
1 target column. In the extreme case, we have 4596 training data samples and 1150 testing data, while
in the moderate case, we have 4616 training data samples and 1155 training data samples. In the mild
case studies, we don't conduct any testing because we use data from the moderate class. Table 7 shows
the ADASYN data balancing test results for each case.
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Table 7. Table of ADASYN Data Balancing Model Testing Results
ADASYN Data Balancing Testing Results

Imbalanced Class Accuracy Precisi Recall F1- E h Train Valid Train Valid
Data Tier uracy Frecision  Reca Score “POC Accuracy Accuracy Loss Loss
0 94% 98% 96% 1 83,92% 89,13% 0,0188 0,0164
Extreme 1 95% 96% 91% 93% 50 96,68% 93,04% 0,0043 0,0084
0 92% 83% 87% 1 70,59% 76,19% 0,0285 0,0317
Moderate 1 85% 77% 89% 83% 50 87,78% 85,02% 00135  0,0251

Table 7 shows the classification report for each case. In extreme cases, it produces a balanced
and optimal classification report on classes 0 and 1. In the moderate case, it generates an unbalanced
classification report on classes 0 and 1 precision. Using ADASYN data balancing, the extreme model with
a balanced F1-score value between class 0 and class 1 emerges as the best model in both cases of
imbalance.

4. CONCLUSION

This research aims to determine the balanced dataset and optimal classification result from the
Deep Neural Network model testing process with focal loss using PCA-KMeans and ADASYN data
balancing techniques in the classification of possible stroke diseases. From the result, we can find the
best techniques for increasing the model performance. The results are shown below.

In classification without data balancing, the F1-score difference between class 0 (not likely
stroke) and class 1 (likely stroke) is very large, indicating that class 1 performs worse than class 0. As
we can see in Table 5 for the extreme case, the F1-score for class 0 is 98%, and for class 1, it is 17%. In
the moderate case, the F1-score is 88% for class 0 and 19% for class 1.

In classification with PCA-KMeans data balancing, the F1-score difference between class 0 and
class 1 is moderate, but the precision difference is less in the moderate case than in the other cases. The
loss value in the three case studies tends to decrease, indicating that the model learns from errors. The
PCA-Kmeans data balancing also contributes to balancing the Fl-score compared to the initial
unbalanced dataset model. The average F1-score difference is only 6%, indicating a large contribution.

In classification with ADASYN data balancing, the F1-score difference between class 0 and class
1 is small, but the precision difference is less in the extreme case than in the moderate case. ADASYN
data balancing also helps to balance the F1-score in comparison to the initial unbalanced dataset model.
The average F1-score difference is only 3.5%, indicating a larger contribution compared to the PCA-
KMeans technique.
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