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Stroke is a disease which cause the death of brain cells, so that the part 
of the body controlled by the brain loses its function. If not treated 
immediately, this disease can cause long-term disability, brain damage, 
and death. In this research, stroke prediction was carried out on the 
Stroke dataset acquired from the Kaggle dataset using various machine 
learning models. Then, data sampling techniques are used to handle 
data imbalance problems in the stroke dataset, which include Random 
Undersampling, Random Oversampling, and SMOTE techniques. 
Pearson Correlation and Principal Component Analysis are also used for 
dimensional reduction and analyzing the important features that are 
most influential in predicting stroke. Pearson Correlation produces five 
attributes that have the highest Pearson coefficient, namely age, 
hypertension, heart disease, blood sugar level, and marital status. 
Experimental results have demonstrated that the utilization of RUS, 
ROS, and SMOTE sampling techniques can significantly boost the F1-
Score testing by an impressive 43.44%, 34.44%, and 35.55% 
respectively, as compared to experiments conducted without 
implementing any data sampling techniques. The highest F1-Score 
testing was achieved using the Support Vector Machine and Gaussian 
Naïve Bayes models, namely 0.83. 
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1. INTRODUCTION 

Stroke is a disease that occurs when a blood vessel to the brain is blocked or ruptures so that 
the blood supply to the brain is reduced [1]. Lack of blood supply to the brain can cause brain cell death, 
resulting in the loss of function in the parts of the body controlled by the affected area of the brain. Stroke 
not only attacks old people but also young people [2]. Strokes are generally caused by high blood 
pressure, smoking habits, heart disease, genetic factors, obesity, uncontrolled high cholesterol, diabetes, 
and age factors. Meanwhile, the causes of stroke at a young age include unhealthy lifestyles such as 
smoking and drinking alcohol, thereby increasing the risk of high blood pressure, cholesterol, and 
diabetes [2], [3]. Common symptoms of a stroke can include the sudden onset of severe headaches 
without a known cause, difficulty with balance and coordination of limbs, challenges with walking and 
speaking, and numbness in the arms, legs, and face, particularly on one side of the body. These symptoms 
or clinical signs can worsen quickly and last a long time. If stroke symptoms appear, they must be treated 
immediately to prevent brain damage and long-term disability, as well as death [4]. 

Electronic Health Record (EHR) is an electronic recording of the health record and illnesses 
suffered by patients in hospital. The health history is recorded from time to time for each patient. EHR 
can also be used to record the history of stroke in certain patients along with clinical symptoms. One of 
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the EHRs that contains stroke records is presented in a Kaggle dataset [5], where the data has 10 
attributes, namely smoking status, body mass index (BMI), blood glucose level, residence type, work 
type, marital status, heart disease, hypertension, age, and gender. Based on these attributes, it will be 
predicted whether someone will suffer a stroke or not. Predicting stroke from the dataset poses 
challenges due to imbalanced class data and the varying importance of attributes in EHR data for 
prediction. These difficulties can impact the accuracy and reliability of the predictive model. Therefore, 
careful consideration and balancing of these factors are essential in developing an effective prediction 
model for stroke. 

Guhdar used SMOTE and Logistic Regression (LR) to predict stroke using this data [6]. In this 
research, SMOTE was used to balance all datasets. This was also done by other researchers who used 
SMOTE and several machine learning methods [7]–[10]. Then, in his research, Gupta evaluated several 
machine learning methods and found that ensemble learning methods, including AdaBoost, XGBoost, 
and Random Forest, had better performance compared to other machine learning methods. The 
performance measurements were carried out using accuracy metrics, while the data used included 
imbalance data because the amount of data included in the stroke class was much less than data in the 
normal class. In his research, Sailasya employed several machine learning methods to predict stroke, 
such as Decision Tree Classification, Logistic Regression, Support Vector Machine, Random Forest, K-
Nearest Neighbors, and Naïve Bayes. [11]. After completing the training process, they utilize the Flask 
framework to accurately predict strokes. The research also used undersampling on the entire dataset 
before the dataset was divided into training and testing datasets. Rahim uses Extreme Gradient Boosting 
to predict strokes with the Kaggle data [12]. They discovered that the recall value for the stroke class 
achieved was still very low, which could be caused by unbalanced data. Then Dev analyzes the important 
attributes contained in the dataset using Learning Vector Quantization [13]. Based on this research, the 
attributes Age, Heart Disease, Glucose Level, and Hypertension are important attributes that cause 
stroke. 

Based on previous research, this research proposes data sampling analysis to balance imbalance 
data, feature selection and extraction to analyze important features in predicting stroke attacks using 
various machine learning methods. The first contribution proposed is data sampling analysis which 
includes random undersampling, random oversampling, and SMOTE methods to balance the stroke 
dataset, where the amount of data in the stroke class is much less than the normal class. Learning 
patterns in minority data becomes challenging when there is an imbalance in the amount of data 
available. The data sampling process is only carried out on training data so that its effect on stroke 
prediction can be seen using the testing data. The second contribution is feature selection and extraction 
analysis for dimensional reduction and analyzing features that are very influential on stroke prediction. 
The methods used are Pearson Correlation for feature selection and Principal Component Analysis (PCA) 
for feature extraction. Then in this research, a wide range of machine learning methods were used to 
predict stroke occurrence including Adaptive Boosting (AdaBoost), Decision Tree (DT), Extreme 
Gradient Boosting (XGBoost), Gaussian Naïve Bayes, k Nearest Neighbors (k-NN), Neural Network, 
Quadratic Discriminant Analysis (QDA), Random Forest (RF), and Support Vector Machine (SVM). 
Machine learning is an essential part of Artificial Intelligence in which it can effectively recognize 
patterns within training data to make accurate predictions for new data. 

 

2. METHOD 

This research proposes an analysis of the influence of data sampling and feature selection and 
extraction on stroke prediction using machine learning methods. The dataset used is the stroke 
prediction dataset which is one of the Kaggle datasets [5]. The dataset consists of ten attributes and has 
two class labels, where the amount of data in the normal class is much greater than the stroke class. 
Therefore, a method is needed to handle data imbalance in training data, which includes random 
undersampling, random oversampling, and SMOTE. Then, Pearson Correlation Analysis used to find out 
the attributes that have highest correlation with the target attribute (stroke) and select the correlated 
attributes. PCA is also used to obtain principal components from training data and is used to reduce the 
dimensions of the available dataset. Next, several machine learning methods were used to train and 
predict stroke on testing data. The machine learning methods used include AdaBoost, Decision Tree, 
XGBoost, Gaussian Naïve Bayes, k-NN, Neural Network, QDA, Random Forest, and SVM. Figure 1 shows 
the proposed methodology for predicting stroke. 
 

https://issn.brin.go.id/terbit/detail/1466480524
https://issn.brin.go.id/terbit/detail/1464049910


JOIN | Volume 9 No. 1 | June 2024: 29-40  

 

 

 31 
 

 

Figure 1. Proposed Methodology for Stroke Prediction. 

2.1.  Preprocessing and Exploratory Data 

The stroke prediction dataset used consists of ten input attributes and one output or target in 
the form of stroke (1) and normal (0) classes. Available input attributes include smoking status, body 
mass index (BMI), blood glucose level, residence type, work type, marital status, heart disease, 
hypertension, age, and gender, where the smoking status, residence type, work type, marital status, and 
gender attributes are string types, and the attributes BMI, blood glucose level, heart disease, 
hypertension, and age are numeric types. Attributes of the string type will first be processed to become 
numeric so they can be processed in the machine learning model. The results of the preprocessing 
process are presented in a histogram in Figure 2 to see the data distribution for each attribute. In the 
histogram, the amount of data in the stroke class is much less, namely 249 records, while the data in the 
normal class is 4861 records. In this dataset there are missing values in the bmi attribute and the records 
that have missing values will be deleted, so that the total data in the stroke class becomes 209 records 
and the normal class becomes 4700 records. Next, the dataset is divided into two parts, namely training 
and testing data. Training data is used when train and build the machine learning models, and testing 
data is used to test previously trained models and obtain the performance of each model. In this research, 
testing data was selected randomly from the total data, namely 50 data with the stroke label and 50 data 
with the normal label. The training data amounted to 4809 data with 159 data labeled stroke and 4650 
data labeled normal. The data in the training data does not overlap with the testing data, and vice versa. 

 

2.2.  Feature Selection and Extraction 

In the next stage, the Pearson Correlation Coefficient (r) and Principal Component (PC) are 
calculated using training data which has been previously separated from testing data. Pearson 
Correlation is used to analyze the linear correlation of two variables. Pearson Correlation Coefficient will 
range in the range -1 to 1. An r value in the range (0, 1] means that the two variables are positively 
correlated, where if the value of one variable increases, then the value of the other variable will also 
increase. Conversely, if the value of r is in the range [ -1, 0) means that the two variables are negatively 
correlated, where if the value of one variable increases, the value of the other variable will decrease. 
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Meanwhile, if the r value is 0, then the two variables are not correlated. Pearson Correlation Coefficient 
can be calculated using Equation 1, where r is the Pearson Correlation Coefficient, N is the number of 
pairs of variables whose correlation is calculated, x is the first variable, and y is the second variable [14], 
[15]. In this research, each attribute in the training dataset is calculated for its correlation with the Stroke 
target, so that there will be ten Pearson Correlation Coefficients from this calculation (Figure 3). This 
Pearson Coefficient value will later be used to select the attributes that are most influential in predicting 
stroke. 

𝑟 =
𝑁 ∑ 𝑥𝑦−(∑ 𝑥)(∑ 𝑦)

√(𝑁 ∑ 𝑥2−(∑ 𝑥)2)(𝑁 ∑ 𝑦2−(∑ 𝑦)2)

        (1) 

 
Apart from feature selection, this research also uses feature extraction which will later be 

compared and analyzed. Feature extraction and feature selection can both be used for dimensionality 
reduction but in different ways. Feature selection selects attributes that are relevant or have a strong 
correlation with the target output without changing the value of the selected attributes. Meanwhile, 
feature extraction reduces dimensions by transforming data into smaller dimensions and extracting 
important features from a collection of available attributes. The features resulting from the extraction 
process will be different from the original attribute values. PCA is a feature extraction method that is 
often used to reduce dimensions [16], [17]. The first step in PCA is to standardize the values of each 

 
Figure 2. Histogram of each attribute in the stroke prediction dataset. 
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attribute so that all attributes will have the same value range. After the standardization process, the 
covariance matrix is calculated to find out whether there is a correlation between the attributes in the 
dataset. Highly correlated attributes also have the potential to have redundant values. Therefore, it is 
necessary to calculate the covariance matrix. The third step is to calculate the eigenvector and 
eigenvalue from the covariance matrix that has been calculated previously to determine the principal 
component of the available data. Principal components are obtained by sorting the eigenvectors in 
descending order based on their eigenvalues. Principal components are new features formed from a 
linear combination of initial attributes. The number of principal components obtained is the same as the 
number of attributes available, but PCA will maximize important information in the first principal 
component. So, not much information is lost when dimension reduction is carried out. Dimensionality 
reduction can be done by selecting several initial vectors from the principal components and multiplying 
them by an initial standardized dataset. 

 

 
Figure 3. Pearson Correlation Coefficient of each attribute in the stroke prediction dataset. 

 

2.3.  Data Sampling Technique 

The stroke prediction dataset used has much less data on the stroke label than the normal label. 
This condition will affect the training process of the machine learning model where the machine learning 
model is more inclined to learn patterns in the normal class. In this research, several data sampling 
techniques were used to balance the amount of data in the stroke and normal classes in the training data. 
The sampling techniques used include random undersampling, random oversampling, and Synthetic 
Minority Oversampling Technique (SMOTE). In the random undersampling technique, data in the 
majority class is reduced by selecting randomly so that the amount is the same as data in the minority 
class [18], [19]. Meanwhile, in the random oversampling technique, data in the minority class is 
duplicated by selecting data randomly so that the amount is the same as data in the majority class [20]. 
Then, SMOTE is an oversampling technique that generates synthetic data based on differences in 
randomly selected minority data and its k nearest neighbors [21], [22]. The first step in data sampling 
in SMOTE is to select randomly one data item in the minority class. Select k-nearest neighbors from the 
data and calculate the difference, and multiply the difference obtained by a number in the range 0 to 1. 
The result of the difference between the minority data and its nearest neighbors multiplied by a number 
in the range 0 to 1 will become synthetic data. Repeat these steps until the amount of minority data is 
the same as the amount of data in the majority class. 
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2.4.  Model Classifier 

After data preprocessing, feature selection or extraction, and data sampling, the next stage is 
predicting stroke attacks using various machine learning models. Before being used, this model is 
trained using previously prepared training data. Machine learning methods used include AdaBoost, 
Decision Tree, XGBoost, Gaussian Naïve Bayes, k-NN, Neural Network, QDA, Random Forest, and SVM. 
Several machine learning models were selected from various types including tree models, ensemble 
learning, probabilistic, nearest neighbor, and hyperplane based, to analyze the differences in behavior 
of several types of machine learning models on the preprocessing and sampling data that has been 
carried out. 

Decision Tree is a machine learning model in the form of a tree. There are several ways to form 
a decision tree, one of which is by calculating entropy and information gain to select the attribute that is 
the best split [23], [24]. Entropy indicates the level of heterogeneity of a data set, where the more 
heterogeneous the data, the higher the entropy. Then Information Gain is a metric used to measure the 
effectiveness of an attribute in classifying data, which is calculated from the entropy of the entire dataset 
minus the entropy of each value on an attribute. The attribute that has the highest information gain will 
be the best split attribute. Entropy and information gain can be calculated using equations 2 and 3, where 
c is the number of classes, pi is the sample proportion for class i, A is an attribute, v is a value contained 
in attribute A. 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ −𝑝𝑖𝑙𝑜𝑔2𝑝𝑖

𝑐
𝑖−1         (2) 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛(𝐺, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑣|

|𝑆|
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣)𝑣∈𝑉𝑎𝑙𝑢𝑒𝑠(𝐴)    (3) 

Random Forest, AdaBoost, and XGBoost are machine learning models that are included in the 
ensemble learning model. Random Forest is a collection of decision trees [25], where each decision tree 
is built using training data which is sampled using a sampling technique with replacement, namely 
Bootstrap Aggregating (Boosting). Then, determining the data class in Random Forest is done based on 
the voting results from the class output of each decision tree. Different from Random Forest, the training 
process of Adaboost is carried out sequentially to form strong learners from week learners [26], [27]. At 
the start, each data in the training data is given the same weight to be sampled using the Boosting 
technique. After the first training process is complete, the model formed is validated against the entire 
training data. The results of the validation will determine the weight of the training data, where the 
weight of incorrectly classified data will be increased, while the weight of data that is classified correctly 
will have its weight reduced. This training process will be repeated until an optimal model is obtained. 
XGBoost is an end-to-end tree boosting system which is a gradient boosting model. XGBoost uses 
regularization techniques to overcome overfitting, handles sparse data, and can perform parallel 
learning using a block structure [28]. 

Gaussian Naïve Bayes (GNB) is a probabilistic machine learning that applies Bayes' theorem. In 
continuous data, GNB determines the probability of data falls into a certain class based on the normal 
distribution and calculates the mean and standard deviation for each attribute in the dataset. This 
probability can be calculated using equation 4 [29], where 𝑃(𝑥𝑖|𝑐) is the probability that data 𝑥𝑖 falls into 
class c, μ and σ are the average and standard deviation of an attribute. Furthermore, k-nearest 

neighbors (k-NN) is a supervised learning method where determining the class of data is obtained based 
on labels from data that have the closest distance to the data in the training data [30]. Distance 
calculations can be done using Euclidian, Manhattan, or other distance calculation techniques. In k-NN 
the training process is only carried out to store all training data into certain variables, and distance 
calculations are carried out during validation and testing. 

𝑃(𝑥𝑖|𝑐) =
1

√2𝜋𝜎𝑐
2

𝑒
−(𝑥−𝜇𝑐)2

2𝜎𝑐
2          (4) 

Support Vector Machine (SVM) uses hyperplanes to separate data between classes [31], [32]. 
The hyperplane for linear classification is presented in equation 5. The goal of SVM is to find the optimal 
hyperplane by maximizing the margin in the training data. The larger the margin produced, the better 
the hyperplane separates data between classes in the training data and will have better generalization 
capabilities for classifying testing data. This goal can be achieved by solving equation 6. This equation is 
a dual form problem and can be solved using Lagrange Multipliers and QP solver, so that we get a 
hyperplane in equations 7 and 8, where y is the target data, x is the input data, w is the weight or 
coefficient for each attribute, b is the bias term, and 𝑎 is the Lagrange multipliers. 
𝑦𝑖 = 𝑤𝑇𝑥𝑖 + 𝑏          (5) 
𝑚𝑎𝑥

𝑎
∑ 𝑎𝑖 −

1

2

𝑛
𝑖=1 ∑ ∑ 𝑎𝑖𝑎𝑗𝑦𝑖

𝑛
𝑗=1 𝑦𝑗 𝑥𝑖 . 𝑥𝑗

𝑛
𝑖=1        (6) 

constrain to 𝑎𝑖 ≥ 0 and ∑ 𝑎𝑖𝑦𝑖 = 0𝑛
𝑖=1  
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𝑤 = ∑ 𝑎𝑖𝑦𝑖
𝑛
𝑖=1 𝑥𝑖           (7) 

𝑏 = 𝑦𝑖 − 𝑤𝑇𝑥𝑖          (8) 
Same as SVM, Neural Network also uses hyperplanes to separate data between classes. The 

hyperplane is obtained from the weights and biases in the Neural Network model. In this research, a 
Multi-Layer Perceptron is used, where the Neural Network model will have a hidden layer [33], [34]. 
The number of input neurons in a Neural Network will amount to the data attributes used, and the 
number of output neurons will also adjust to the number of classes contained in the data. Then, the 
training process on the Neural Network is carried out using the Backpropagation algorithm which has 
three phases, namely the forward phase, backward phase, and weight update phase. In its development, 
several optimization methods have been developed to speed up training process, one of which is the 
Adam optimization algorithm [35]. Quadratic Discriminant Analysis (QDA) is a discriminant analysis 
method which aims to find quadratic hypersurfaces to separate classes between data [36]. QDA can 
handle heteroscedasticity data, namely data that can have heterogeneous variance values. The initial 
step in the QDA algorithm is calculating the mean and covariance matrix values for each class. Next, 
calculate the QDA discriminant function (equation 9), so that data can be classified using equation 10 
[37], where 𝛿(𝑥) is the QDA discriminant, x is the input data, ∑1 and ∑2 are the covariance matrices for 
class 1 and class 2, 𝜇1 and 𝜇2 are the average values for classes 1 and 2, and 𝜋1 and 𝜋2 are the prior 
probabilities for classes 1 and 2. 

𝛿(𝑥) = 𝑥𝑇(∑1 − ∑2)−1𝑥 + 2(∑ 𝜇2
−1
2 − ∑ 𝜇1

−1
1 )𝑇𝑥 + (𝜇1

𝑇 ∑ 𝜇1
−1
1 − 𝜇2

𝑇 ∑ 𝜇2
−1
2 ) + 𝑙𝑛 (

∑1

∑2
) + 2ln (

𝜋2

𝜋1
) (9) 

𝑐(𝑥) = {
1, 𝛿(𝑥) < 0
2, 𝛿(𝑥) > 0

         (10) 

 

3. RESULT AND DISCUSSION 

This research aims to analyze the effect of feature extraction, feature selection, and data 
sampling on stroke prediction using various machine learning models. The feature extraction method 
used is PCA, while for feature selection used is the Pearson correlation which calculated the correlation 
between each input attribute and the target stroke. Then the sampling techniques used include Random 
Undersampling, Random Oversampling, and SMOTE, as well as the machine learning models used 
include AdaBoost, Decision Tree, XGBoost, Gaussian Naïve Bayes, k-NN, Neural Network, QDA, Random 
Forest, and SVM. The hyperparameters in the machine learning model use default hyperparameter 
values, including the Decision Tree model using a maximum depth of 10, Random Forest using a 
maximum depth of 10 and number estimators of 100, AdaBoost using number estimators of 100, 
XGBoost using a learning rate of 0.08, k-NN with 5 nearest neighbor, SVM with a Radial Basis Function 
(RBF) kernel, and Neural Network using 1 hidden layer with 100 neurons. 
 

3.1.  Feature Selection and Extraction Observation 

The first observation is to analyze the effect of feature extraction and selection on stroke 
prediction results using various machine learning models. The testing scheme carried out is by 
comparing the use of PCA as a feature extraction method, Pearson Correlation for feature selection, and 
using all attributes to predict stroke, with four variations of training data for the training process, namely 
overall training data without data sampling and training data resulting from sampling data using RUS, 
ROS and SMOTE. When using feature selection with Pearson Correlation, five attributes were selected 
that had the highest Pearson coefficient to the target data (stroke), namely age, hypertension, heart 
disease, blood sugar level, and marital status attribute. Therefore, in feature extraction using PCA, five 
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principal components are also taken so that the data resulting from dimensional reduction using PCA 
also produces five new attributes. 

Figure 4 illustrates the results of observations and testing performance of feature extraction 
and selection for stroke prediction, where Figure 4 (a) uses training data without data sampling, Figure 
4 (b) uses training data with RUS, Figure 4 (c) uses training data with ROS, and Figure 4 (c) uses training 
data with SMOTE. In the test results with training data from RUS, ROS, and SMOTE, the use of feature 
extraction and selection does not have a significant effect on stroke prediction using machine learning 
models. In Figure 4(a), applying feature selection with Pearson Correlation leads to a decrease of 0.0144 
in the average F1-Score during testing. Similarly, utilizing PCA feature extraction results in a reduction 
of 0.0544 in the average F-Score value during testing. Figure 4(b) reveals that incorporating feature 
selection enhances the average F1-Score testing value by a marginal increase of 0.01. However, choosing 
feature extraction leads to a more substantial improvement, boosting the average F-Score testing value 
by 0.03. In Figure 4 (c), incorporating feature selection results in a mere 0.0222 increase in the average 
F1-Score testing value, while the utilization of feature extraction yields a slight 0.0077 boost in the 
average F-Score testing value. In Figure 4 (d), the average F1-Score testing value increases by 0.051 with 
feature selection. Additionally, the use of feature extraction further enhances the average F-Score testing 
value by 0.0522. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
Figure 4. Testing F1-score comparison of feature extraction and selection on stroke prediction using machine learning models with training data: (a) 

without data sampling, (b) with RUS, (c) with ROS, and (d) with SMOTE. 
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3.2.  Data Sampling Observation 

The second test carried out was observing the effect of sampling data on stroke prediction using 
a machine learning model. The testing scheme carried out is by comparing the testing performance of 
machine learning models resulting from training using all training data and training data resulting from 
RUS, ROS, SMOTE data sampling. Observations of the effect of using data sampling were applied to three 
types of datasets, namely training data using all attributes, training data with five attributes resulting 
from feature selection, and training data using five attributes resulting from feature extraction. The total 
training data amounted to 4809 data with 159 stroke labelled data and 4650 normal labelled data. Then 
the training data was sampled using RUS, ROS, and SMOTE. In the RUS training data, the resulting data 
is 159 stroke labelled data and 159 normal labelled data, while in the ROS and SMOTE training data the 
resulting data is 4650 stroke labelled data and 4650 normal labelled data. 

Figure 5 presents the performance comparison results of data sampling on stroke prediction 
using various machine learning models. Based on Figures 5 (a), 5 (b), and 5 (c), the use of data sampling 
provides a significant increase in F1-Score testing compared to the performance of models trained with 

training data without data sampling. This is because the stroke dataset used is very imbalanced so that 
if training is carried out on imbalanced training data, the machine learning model will more focus on 
studying data patterns in majority classes. Meanwhile, when the training data is sampled, the amount of 
data in each class becomes balanced and the machine learning model can learn data patterns in each 
class. Then, based on the test results, it was also found that the use of the RUS sampling technique could 
provide a more stable performance increase for all machine learning models used, especially on datasets 
with five attributes resulting from feature extraction. In Figure 5 (a), namely a dataset with all attributes, 
the use of the RUS sampling technique can increase the average F1-Score testing by 0.35, ROS increases 
the average F1-score testing by 0.2822, and SMOTE increases the average F1-score testing of 0.2488 
when compared to training data without sampling. In Figure 5 (b), namely a dataset with five attributes 
resulting from feature selection, the use of RUS, ROS, and SMOTE sampling techniques can increase the 
average F1-Score testing by 0.3744, 0.3188, and 0.3144. Meanwhile, in the dataset resulting from feature 

 
(a) 

 
(b) 

 
(c) 

 
Figure 5. F1-Score testing comparison of data sampling on stroke prediction using various machine learning model with a dataset using: (a)  all 

attributes, (b) five attributes resulting from feature selection, and (c) five attributes resulting from feature extraction. 
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extraction (Figure 5 (c)), the use of RUS, ROS, and SMOTE sampling techniques can increase the average 
F1-Score testing by 0.4344, 0.3444, and 0.3555. 

 

3.3.  Machine Learning Model Performance 

The final observation involves comparing machine learning models for predicting strokes. The 
machine learning models used include AdaBoost, Decision Tree, GNB, k-NN, Neural Network, QDA, 
Random Forest, SVM, and XGBoost. Figure 6 presents a comparison of F1-Score for training and testing 
data of each machine learning model used on the dataset using all attributes. In Figure 6, it can be seen 
that the Decision Tree, XGBoost, Random Forest, and k-NN have a very high training F1-score (above 
0.9) but the testing F1-Score obtained is moderate. This shows that these models experience overfit, 
where the model is very good at predicting training data but has low generalization ability to new data. 
In contrast, GNB and SVM have relatively high and stable performance for predicting stroke. Next, Table 
1 presents the best F1-Score testing results for each machine learning model along with the optimal 
feature analysis and data sampling techniques for each classifier model. SVM has the highest F1-Score 
testing, namely 0.83, using all attributes or five selected attributes from the Pearson Correlation, as well 
as the RUS sampling technique. GNB also has the highest F1-Score testing, namely 0.83 using all 
attributes and ROS sampling techniques. 

 

 
Figure 6. Comparison of training and testing F1-scores of each machine learning model on the dataset with all attributes. 

 
Table 1. The best F1-Score testing for each machine learning model. 

Classifier Feature Analysis Sampling Data Test F1-Score 

Adaboost PCA RUS 0.8 

DT PCA RUS 0.74 

GNB All ROS 0.83 

k-NN Pearson RUS 0.76 

NN Pearson ROS/RUS 0.82 

QDA Pearson ROS 0.81 

RF PCA RUS 0.77 

SVM All Attribute/Pearson RUS 0.83 

XGBoost PCA RUS 0.8 

 

4. CONCLUSION 

This research employed various machine learning models, which consists of AdaBoost, Decision 
Tree, XGBoost, Gaussian Naïve Bayes, k-NN, Neural Network, QDA, Random Forest, and SVM, to predict 
stroke using the stroke dataset obtained from Kaggle. This data has ten input attributes which are clinical 
symptoms of stroke which can be used to diagnose stroke. Then the data has a much smaller amount of 
data with stroke labels than normal labels. This condition is called data imbalance which can be a 
problem when using machine learning models. Therefore, in this research, Random Undersampling, 
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Random Oversampling, and SMOTE data sampling techniques were used to handle the data imbalance 
problem. According to the conducted experiments, it has been discovered that the sampling technique 
utilized can significantly enhance the F1-Score testing. Specifically, the average testing F1-Score can be 
increased by 0.35, 0.2822, and 0.2488 using the RUS, ROS, and SMOTE sampling techniques, respectively. 
Then, Pearson Correlation and Principal Component Analysis techniques were also used to analyze 
important features of the available stroke dataset. Furthermore, the highest testing F1-Score was 
achieved using the Support Vector Machine model of 0.83 using all attributes or Pearson Correlation 
feature selection with the RUS technique. Also, the Gaussian Naïve Bayes model also has the highest F1-
Score testing, namely 0.83 using all attributes and ROS techniques. 
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