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Real-time video surveillance, especially CCTV systems, requires fast and 
accurate face detection. Object detection models with slow inference 
times are ineffective in real-time. This study aims to improve the 
inference speed of the YOLOv8 model, a preeminent object detection 
framework known for its accuracy and expeditiousness. The method 
used in this research focuses on pruning the model's architecture, 
particularly the P5 head section, which detects larger objects. According 
to Bochkovskiy's 2020 research, this modification enhances the model's 
performance specifically for medium and small objects depicted in CCTV 
footage. The standard YOLOv8 model and its modified version were 
compared for inference time, mean Average Precision (mAP), and model 
weight. This research found that the pruned YOLOv8 model 
demonstrated a 15.56% reduction in inference time, from 4.5 ms to 3.8 
ms, accompanied by decrease in model weight. The advantages 
mentioned above are offset by a 1.6% decrease in mean average 
precision. This research contributes to the advancement of object 
detection technology by showcasing the architectural modifications' 
efficacy. These changes make the model faster and lighter, making it 
suitable for real-time surveillance. The accuracy trade-off is minimal. 
The implications of these findings are crucial for implementing efficient 
object detection systems in CCTV surveillance. These findings also lay 
the groundwork for future research to improve such systems' speed- 
accuracy trade-off. 
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1. INTRODUCTION 

In recent years, computer vision has experienced a notable increase in the widespread use of 
face detection and recognition systems. The recognition of faces is of utmost importance in systems 
specifically designed for human identification. This technology is widely utilized in various domains, 
encompassing academia for attendance monitoring, as well as diverse sectors such as security, 
biometrics, law enforcement, entertainment, and personal safety. The primary focus of these 
applications is to provide functionalities of real-time surveillance and the tracking of individuals. 

Real-time surveillance refers to the continuous monitoring and analysis of activities and 
relevant data through a system of multiple Closed-Circuit Television (CCTV) cameras. This configuration, 
combined with a set of algorithms, is effective in identifying, tracking, and recognizing individuals in 
real-time video streams [1]. 
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Significant advancements have been observed in object detection, primarily due to the rapid 
progress in artificial neural networks, particularly within the domain of neural networks. As a result, 
there have been notable advancements in detection algorithms that utilize deep learning techniques in 
recent years [2]. The recent progress in this field has garnered significant interest among researchers, 
particularly concerning YOLO networks, which have demonstrated notable advancements in object 
localization and recognition. 

The development of the YOLO framework took place significantly. In July 2022, WongKinYiu and 
AlexeyAB released YOLOv7 with state-of-the-art claims, beating the previous version of YOLO [3].  Then, 
in January 2023, Ultralytics released YOLOv8, which is even better than YOLOv7 [4]. This makes the 
proposed research use YOLOv8 by Ultralytics. 

Based on Purwita's research, two new neural network architectures were implemented, namely 
Feature Pyramid Network (FPN) and Path Aggregation Network (PAN). In addition, there is a labeling 
tool that can simplify the data annotation process. The features of the YOLOv8 labeling tool are automatic 
labeling, shortcut labeling, and customizable hotkeys [5]. 

When using FPN, the input image's spatial resolution gradually decreased while the number of 
feature channels increased. As a result, a feature map is created that can detect objects at various scales 
and resolutions. The PAN architecture, through skip-connections, integrates features from multiple 
network layers. As a result, the network has improved in its ability to capture features across a range of 
input sizes and resolutions, which is crucial for object detection [6]. 

 
Figure 1. YOLOv8 Architecture [6] 

The architecture of YOLOv8 (Figure 1) dramatically affects the outcome metrics of the trained 
model. The architecture of YOLOv8 can be changed by adding convolution layers or reducing existing 
layers. In the research of Li et al. (2023), providing an additional layer of Bi-PAN-FPN at the neck of the 
YOLOv8 architecture can reduce misdetection and missed detection [7]. In this study, the architecture 
will be pruned at the right part to reduce the inference time of the YOLOv8 model. 

The trained YOLOv8 model needs to be deployed using a GUI-web-based app, in this context, 
streamlit. Streamlit is a web-based library for flexible and interactive AI models [8]. "Streamlit has 
numerous applications in creating machine learning as a service. For example, it can facilitate user 
authentication without a backend [9]. In this research, web-based app users with Streamlit used to load 
data and models to infer images, videos, or live streams. 

Pruning the YOLO architecture can impact many metrics, such as inference speed, mAP 
accuracy, and weight size. In Bochkovskiy's research, simplifying the parameter structure of YOLOv4 to 
create YOLOv4-tiny is done to speed up the training process and inference time. The YOLOv4-tiny model 
has a decrease in accuracy (mAP) up to 26.8% of YOLOv4’s mAP [10]. 

 In this study, the YOLOv8 architecture will be simplified by reducing the structure of the 
YOLOv8 architecture to get a faster inference time by paying attention to architectural changes in order 
to minimize the impact on the decrease in mAP. 
 
2. METHOD 

Machine learning algorithms and frameworks for object detection are numerous and continue 
to evolve. However, the YOLO (You Only Look Once) framework provides the highest accuracy among 
other object detection, which makes it a state-of-the-art that beats other algorithms [1]. YOLO has 
various versions created by various publishers. Currently, the best YOLO version is YOLOv8 which 
provides the highest mAP accuracy value among other YOLO versions [4]. 
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The proposed method consists of labeling the dataset as the ground truth, modifying the 
architecture of YOLOv8, and the comparison stage between the pre-trained YOLOv8 model and the 
modified model. Dataset labeling is done in a Python environment using labelimg. This stage is labels the 
image data in the parts that are faces and persons. The architecture modification stage is a pruning stage 
carried out to improve the speed performance of YOLOv8 in performing face and person detection so 
that face recognition becomes more effective. The comparison stage between the pre-trained model and 
the modified model is carried out to conclude the success of the experiments carried out. 

2.1. Preprocessing Data 

Data obtained is in the form of CCTV video recording data, so to make it easier to do the data 
labeling process, the video recordings are converted into images using a Video LAN Client (VLC). VLC is 
a free and open-source media player and processing framework [11]. VLC was developed using FFmpeg 
and other components commonly used in multimedia, stream media players, and streaming processors 
[12]. In the process of converting video into an image, the frame rate is adjusted to the frame rate of the 
video, where in this case, the video frame rate is 15.17, as shown in Figure 2. Then a framerate of 15 is 
also used to extract the video data. 

 
Figure 2. Properties Video CCTV 

The resulting image data transformation process is carried out data filtering because there is 
data that does not have an object image in it, or the image is too blurry. From the 3-day data CCTV, the 
hours between 7 am to 5 pm were selected because these hours are active hours. Around 10.000 image 
data is produced, then 1000 data that has objects in it and clear images are selected for labeling. 

2.2. Dataset Labelling 

Dataset labeling is carried out on a dataset of frames extracted from video recordings from the 
CCTV Department of Computer Engineering at Bandung State Polytechnic. The images used as datasets 
are 1000 images. The formation of the dataset as ground truth for the model is done by labeling using a 
bounding box (illustrated by Figure 3, which is done using a Python framework, namely labeling [13]. 
The ground truth created from the labeling stage is the label of the face and person of each existing image 
data. 

 
Figure 3. Labeled Image (Yellow: Face, Purple: Body) 
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The labeled dataset is then divided into two parts, namely training data and validation data, with 
a ratio of 80:20. i.e., 80% training and 20% validation data [13]. After the data preprocessing and labeling 
stages, the resulting dataset includes 985 images tagged with 'person' and 538 tagged with 'face'.  Person 
tag data in training is 424 images and validation is 114, while person tag data in training is 791 images 
and validation is 194 images. The distribution of those training and validation data available in Figure 4. 

  
Figure 4. Classes Distribution (Left: Total Data Labeled, right: Data Distribution Training and Validation) 

 

Figure 5. CCTV Recording Dataset Sample 

2.3. Proposed YOLOv8 Architecture 

YOLOv8 has an architecture with three detection heads [14]. Each head performs detection for 
each file size. The first head, P3, is responsible for detecting small objects, the second head, P4, is 
responsible for detecting medium objects, and the third head, P5, is responsible for detecting large 
objects. This experiment detects objects on CCTV footage (see Figure 5), where the face object will look 
relatively small, and the human body object will look medium. This makes it possible to prune the 
architecture of the head in charge of large object detection (P5) so that the model focuses on P4 and P3. 
One way to improve the performance of YOLO is to prune the architecture [15]. In this experiment, the 
P5 head architecture of YOLOv8. 

Pruning P5 head aims to obtain higher speed performance for small and medium object 
detection because it does not need to pass the processing stage for large objects. In addition, the specific 
pruning in P5 aims to minimize the effect of the significant decrease in mAP accuracy since it does not 
interfere with heads P4 and P3. Basis of YOLOv8 is available in Figure 6, while the proposed architecture 
available in Figure 7. 
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Figure 6. Standard YOLOv8 Architecture Layer 

   
Figure 7. Proposed YOLOv8 Architecture Layer 

2.4. Recall 

Recall or sensitivity value is a value that calculates the percentage of true positives (TP) from 
all available precision values (ground truth). Recall calculates the model's ability to detect the correct 
value, with the formula as in (1) [16]: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 (𝐹𝑁)
   (1) 

2.5. Precision 

Precision or confidence value is the calculated value of the true positives (TP) percentage of all 
predictions made. Precision does not determine the percentage error of predictions not made. Only 
predictions made are considered by this metric, with the formula as in (2) [16]: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝐹𝑃)
  (2) 
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2.6. Mean Average Precision 

Mean Average Precision (mAP) is the average value of the average precision (AP) for the 
available classes. AP is the area under the curve of precision and recall values. AP evaluates the precision 
and recall curves based on a single scalar value. The AP value is high if the precision and recall values 
are high, and vice versa. AP values range from 0 to 1 [17], with the formula as in (3) [18]: 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝐴𝑃) =  ∫ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑡)𝑑[𝑅𝑒𝑐𝑎𝑙𝑙(𝑡)] 
1

0
 (3) 

 The AP value will determine the mAP, the higher the AP value, the higher the mAP value. The 
mAP value calculates the average AP value of all available classes. The mAP value has the following 
formula as in (4) [19]: 

𝑀𝑒𝑎𝑛 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑚𝐴𝑃) =  
1

𝑛
∑ 𝐴𝑃𝑖

𝑛
𝑖=1   (4) 

 
2.7. Model Training 

There are two models that need to be trained: standard YOLOv8 and modified YOLOv8. The 
standard YOLOv8 architecture configuration is taken from YOLOv8 ultralitycs GitHub, while the 
modified YOLOv8 architecture configuration is created by removing unnecessary layers from the 
standard configuration. Both models were trained with 200 epochs and other standard 
hyperparameters of YOLOv8 (Table 1) . 

 

Table 1. Training Hyperparameters 

Hyperparameter Value 
Epoch 200 
Initial Learning Rate 0.01 
Final Learning Rate 0.01 
Optimizer ‘auto’ 
Validate True 

2.8. Training Result Comparison 

This section meticulously compares the performance metrics of the trained YOLOv8 models to 
assess the efficacy of the proposed modifications. The evaluation focuses on three critical metrics: 
accuracy, speed, and model size, as these are pivotal in determining the practicality of the models in real-
time CCTV face detection applications. 

For a comprehensive analysis, each of these metrics is compared across different versions of the 
YOLOv8 model, including the original and pruned versions. Charts, tables, and graphs visually represent 
the data, allowing for more straightforward interpretation and comparison. Additionally, a statistical 
analysis is conducted to determine the significance of the observed differences in performance metrics. 

The outcome of this comparison will conclusively reveal whether the pruning approach applied 
to YOLOv8 effectively balances speed and accuracy, thereby validating its suitability for real-time face 
detection in CCTV surveillance systems. This evaluation will not only inform the effectiveness of the 
proposed method but also contribute to future developments in the field of object detection. 

2.9. Model Integration with Streamlit 

The model deployment stage is done after training the model and is ready for use. The YOLOv8 
model is integrated with the web-based GUI frontend, namely streamlit. Streamlit is an open-source 
Python coding framework for building web applications or “web apps”. It is now being used by 
researchers to share large data sets from published studies and other resources [20]. The streamlit 
dashboard is used to perform the data inference process. There are two options, namely image files, and 
video files. One of the advantages of streamlit is that it is a paradigm that fully uses Python, so it can be 
an enabler for the YOLO project, which also uses Python [21]. 
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3. RESULT AND DISCUSSION  

This study involves the training and validating of the YOLOv8 model using a carefully curated 
dataset derived from CCTV video frames. The initial dataset consists of 1,000 images that have been 
meticulously annotated to identify the presence of individuals and facial features. Labeling is of utmost 
importance as it allows the model to differentiate between broad human figures, referred to as "person 
tags," and more specific facial characteristics, referred to as "face tags." 

Following the completion of data preprocessing and labeling procedures, the dataset has 
undergone refinement, resulting in the inclusion of 985 images annotated with 'person tags' and 538 
images annotated with 'face tags.' In order to enhance the efficacy of training and validation processes, 
the dataset is partitioned into two distinct components: The training dataset consists of 80% of the total 
images, specifically 787 images for person tags and 424 images for face tags. The remaining 20% of the 
images, which amounts to 198 images for person tags and 114 for face tags, are designated for validation 
purposes. The segmentation process guarantees a thorough learning experience and rigorous evaluation 
of the model. 

Every individual image within the dataset is carefully chosen and subjected to a series of 
processing steps with the primary aim of accurately depicting the wide range of scenarios that are 
commonly encountered in closed-circuit television (CCTV) footage. These factors encompass 
fluctuations in illumination, perspective, and image sharpness, all essential for developing a model that 
can effectively operate in a wide range of surveillance environments. 

 
3.1. Experiment Result Comparison 

This study presents a comprehensive comparison of the performance metrics between the 
standard YOLOv8 and the modified YOLOv8 models after undergoing 200 epochs of training. This 
comparison primarily examines crucial metrics such as Recall, Precision, mean Average Precision (mAP), 
Inference Time, and Weight Size. These metrics are essential for evaluating the suitability of these 
models for real-time object detection in CCTV surveillance. 
 
3.1.1 Overall Model Performance 
 

Table 2. Result in Comparison Table between Models 

Framework Recall Precision mAP Inference Time Weight Size 
Standard YOLOv8 86.9% 91.1% 92.1% 4.5 ms 21MB 
Modified YOLOv8 82% 91.4% 90.5% 3.8 ms 4MB 
Difference -4.9% +0.3% -1.6% 0.7 ms -17MB 

 
Based on each class of standard and modified models, there are also some differences in 

parameter values as presented in Table 2. The standard YOLOv8 model exhibited a higher mAP and 
Recall compared to the modified model but was outperformed in terms of inference speed and exhibited 
a slightly lower Precision. The specific findings were as follows: 

• Recall: The standard model's Recall was 4.9% higher than the modified model, indicating 
superior detection capabilities of relevant objects. 

• Precision: The modified model showed a slight increase in Precision by 0.3%, suggesting a 
marginal improvement in accurately predicting identifications. 

• mAP: There was a decrease of 1.6% in the mAP for the modified model, reflecting a slight drop 
in overall detection accuracy. 

• Inference Time: A significant improvement was observed in the modified model, reducing 
inference time from 4.5 ms to 3.8 ms. 

• Weight Size: The modified model demonstrated a substantial reduction in weight size, 
decreasing from 21MB to 4MB, indicating enhanced efficiency. 

 
3.1.2 Class-Specific Performance Analysis 
 

A deeper analysis of the performance of each class ('Face' and 'Person') revealed nuanced 
differences between the standard and modified models. The result is provided in the Table 3. 
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Table 3. Result in Comparison Table between Classes 

Framework Class Recall Precision mAP 

Standard YOLOv8 Face 79.6% 89.8% 87.7% 
Person 94.1% 92.5% 96.6% 

Modified YOLOv8 Face 71.7% 89.8% 85.0% 
Person 92.4% 92.9% 96.0% 

Difference 
(Modified – Standard) 

Face -7.9% 0.0% -2.7% 
Person -1.7% +0.04% +0.6% 

 
• Face Class: In the modified model, the Recall for the face class decreased by 7.9% and the mAP 

by 2.7%, with no change in Precision. This indicates a reduced ability to detect all relevant faces, 
although the accuracy in correctly labeling detected faces remained consistent. 

• Person Class: The modified model displayed a minor decrease in Recall of 1.7% for the person 
class but an improvement in mAP by 0.6%, with Precision remaining nearly constant. This 
suggests a balanced performance in detecting persons, maintaining a good level of accuracy. 

 
3.1.3 Implications of the Findings 
 

The results indicate that the architectural pruning in the modified YOLOv8 model leads to 
significant improvements in inference speed and a reduction in model size, which are critical for real-
time applications like CCTV surveillance. However, these benefits come with a trade-off in accuracy, 
particularly in detecting faces. 

The decrease in Recall for the 'Face' class is an important consideration, especially in contexts 
where missing a face detection could have profound implications. On the other hand, the improved 
efficiency metrics (inference time and model size) highlight the model's potential in environments 
where processing speed and storage are limited. 

The findings underscore the importance of balancing efficiency and accuracy in optimizing 
models for real-time surveillance applications. Future work could explore methods to minimize the loss 
in accuracy while maintaining or further improving the efficiency gains. 

 
3.2. Streamlit Integration 

The trained model needs to be integrated with the Streamlit framework, so it is necessary to 
create the functions needed to perform inference on images and videos. In addition, Streamlit requires 
functions to add the required models. The first function of Streamlit is to store the trained model to be 
used in the application (Figure 8). If the model has been saved to streamlit, the user can perform 
inference on the existing images and videos by selecting the desired image and model (Figure 9). In 
addition to images, the model can be used to perform inference on videos. The YOLOv8 model will 
perform object detection for each frame in the video (Figure 10).  

 

 
Figure 8. Adding Trained Model 

 
Figure 9. Selecting Model in Streamlit web app 
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Figure 10. Performing Object Detection on a Picture 

 
Figure 11. Performing Object Detection on a Video 

4. CONCLUSION  

The primary objective of this study was to address a significant obstacle encountered in real-
time closed-circuit television (CCTV) surveillance, namely the requirement for a more expeditious and 
effective model for object detection. The study was centered on the optimization of the YOLOv8 model, 
with a specific emphasis on the pruning of its architecture. The aim was to improve the speed of 
inference while minimizing any notable impact on accuracy. The outcomes of this optimization can be 
observed through the comparative examination of the standard and modified YOLOv8 models, as 
depicted in Tables 2 and 3. 

The modified YOLOv8 model demonstrated a significant improvement in inference time, 
decreasing from 4.5 milliseconds to 3.8 milliseconds. This enhancement is of utmost importance in real-
time applications where rapidity is paramount. In addition to this enhancement, the model underwent 
a considerable decrease in its weight size, decreasing from 21MB to 4MB. This reduction has resulted in 
a significant decrease in the computational resources needed for its operation. 

Nevertheless, the efficiency improvements were concomitant with a decline in accuracy metrics. 
In particular, the recall rate decreased 7.9% for the face category and 1.7% for the person category. 
Meanwhile, the mean Average Precision (mAP) experienced a marginal decrease of 2.7% for faces and a 
slight increase of 0.6% for persons. The precision of the face class remained consistent, while there was 
a slight improvement in precision for the person class. 

The primary contribution of this study lies in its ability to showcase the effectiveness of 
strategically pruning the YOLOv8 architecture, resulting in a model that is both lighter and faster. This 
optimized model proves to be well-suited for real-time surveillance applications. This holds particular 
significance in light of the growing need for effective and resilient real-time object detection systems 
within security and surveillance domains. The considerable decrease in the size of the model, is a notable 
accomplishment, which improves the feasibility of implementing these models in systems that have 
limited computational capabilities. 

The study effectively accomplished its objective of developing a more efficient and less 
cumbersome model, while also shedding light on the difficulties associated with balancing between 
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velocity and precision. Hence, it is recommended that future investigations prioritize the refinement of 
the pruning methodology in order to mitigate the adverse effects on accuracy. This can be achieved by 
potentially exploring alternative pruning techniques or adaptive training methods, which have the 
potential to improve the precision of the model while preserving its efficiency. 

In summary, the enhanced YOLOv8 model signifies a notable progression in advancing effective 
object detection models tailored for real-time applications. The enhanced speed of inference and 
decreased model size, along with sustained accuracy, render it a significant advancement in the domain 
of computer vision and a viable remedy for real-time closed-circuit television (CCTV) surveillance 
systems. 
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