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Accidents can be caused by external factors on the road, vehicle 
conditions, or internal factors such as drowsiness. Drowsiness while 
driving poses risks to the driver and others. An early detection system is 
crucial to alert drivers to stop or rest if they show signs of drowsiness. 
Physical signs of drowsiness include a lethargic facial expression, 
frequent eye blinking, continuous yawning, or nodding off. A detection 
system utilizing image processing and machine learning can observe 
these signs by detecting facial landmarks and analyzing activities such 
as eye blinking, yawning, and head tilt. This study aims to classify the 
drowsiness condition based on these three factors. The classification 
process is conducted using machine learning with the Support Vector 
Machine (SVM) method to determine whether a person is drowsy or not. 
The dataset consists of the number of eye blinks, head tilts, and yawns. 
Conditions are classified into two classes, drowsy and not drowsy. In this 
study, the SVM classification method can predict drowsiness with an 
accuracy of up to 77% in the conducted tests. 
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1. INTRODUCTION  

Accidents that occur claim 1.3 million lives each year, accidents often occur not only due to 
external factors such as improper vehicles, damaged roads or inadequate street lighting, but there are 
internal factors, namely humans [1] itself, one of which is drowsiness . Drowsiness is one of the things 
that commonly occurs in motorists, especially when the driver has traveled a long way causing fatigue 
and drowsiness while driving. Momentary drowsiness usually occurs in motorists or what is often 
referred to as microsleep. This condition occurs suddenly and usually lasts for 1 second to 2 seconds and 
not everyone cares about this condition. Even though for motorists, if they continue their journey with 
these conditions, it will certainly be very dangerous because it can result in an accident [2]. The condition 
of the driver who is experiencing drowsiness can be seen from the increasing number of continuous 
blinks [3]. 

There are many cases of accidents caused by drowsiness that claim the most victims in terms of 
internal factors [4] about 80% of accidents are caused by human error[5], data from the Republic of 
Indonesia Police, 61% is caused by driver behavior[6]. As solution is needed to overcome them, one of 
which is by using facial recognition and seeing facial activity whether you are sleepy or not. Sleepy 
conditions can be seen from the closed eyes and the condition of someone who yawns frequently. 
Through face detection and activity detection from the face it will help in determining whether a person 
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is sleepy or not. Face detection can be done with machine learning by quoting important information 
contained in faces [6]. 

Face recognition is a technology used for biometric recognition based on human facial features 
[7]. Basically, facial recognition in a computer is a process in which faces match an image with a face that 
has been indexed in the system [8]. By using facial recognition, it can detect whether the driver is sleepy 
or not. 

Face recognition is used to map faces based on points that have special characteristics [9]of the 
driver so that the correct facial position is found. There are various methods of face detection. One of the 
popular methods is the blazeface method with an accuracy of up to 98.61% [10]. With a high level of 
precision and light weight, the blazeface is very suitable for a drowsiness detection system for motorists. 
The blazeface method can run very fast reaching 200 – 1000+ FPS for certain devices. 

To be able to detect eye blinking and yawning mouth activity, an EAR (Eye Aspect Ratio) method 
can be used [12], in which this method measures the ratio between the width and height of a shape. The 
shape of the eyes and mouth when open and closed will certainly be different. The difference in this ratio 
will be used to determine whether the eyes are blinking or not. 

Furthermore, an inverse kinematics method is used to determine the degree of tilt of the head. 
The position of the rider's head can be observed by measuring the degree of tilt of the rider's head. When 
you are sleepy, of course the position of the tilt of the head will be different from the condition when you 
are still fit. 

Classification is used to determine whether a person is drowsy or not using the Support Vector 
Machine (SVM) classification. SMV works more effectively than deep learning on smaller datasets 
because the program is not complex so it does not burden machine performance. The SVM classification 
method is a classification method that classifies an object by finding the largest [12]where the larger the 
hyperplane , the better the results, this method is the best method in determining classification results 
with a high degree of precision, and high accuracy [13]. 

In previous research in determining sleepiness limited to the eye and mouth area [14], by D. H. 
Fudholi et al, fatigue detection using deep learning only uses the number of eye blinks [15]. R.T Puteri 
and F Utaminingrum, drowsiness detection using haar sequence and convulutional neural network 
where data is only taken from how long the eyes are closed [16]. D Amalia and F Utamaningrum 
conducted research on sleepiness detection using facial landmarks to detect only the number of blinks 
[17]. C. A. Saputra, D Erwanto and P.N. Rahayu conducted research on drowsiness detection based only 
on the length of time the eyes are closed, if it is more than three seconds then the driver is said to be 
sleepy [2]. Dean C. J. M. Pardede, et al, detects sleepiness through Raspberry Pi-based eye tracking, the 
study only calculates the aspect ratio of the eyes as an indicator of whether sleepy or not [12]. No 
research was carried out based on the number of blinks or the condition of the tilt of the head. In this 
study the authors added additional parameters in detecting drowsiness to get more accurate results 
than previous studies.  

This research was conducted to determine the condition of the driver who is sleepy or not by 
detecting eye blinks, the amount of yawning and the number of nods or tilts of the head so that accurate 
results will be obtained in determining whether the driver is sleepy or not, by using blazeface, SVM and 
inverse kinematics it will be very suitable used because the process runs fast and also a high level of 
accuracy. 

It is hoped that this research can be helpful and useful for readers, and can also be useful in 
reducing the number of accidents due to drowsiness and fatigue. 

 
2. METHOD 

The research method used in this research is to start by collecting datasets through the camera 
and then carry out the data training process. The model that has been successfully built is then used to 
detect drowsiness on drivers in real time. In Figure 1 is a block diagram that explains the entire system 
created.  

 

 
Figure 1. Block diagram of the sleep detection system 
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 The sleep detection process starts with entering an image, then continues with the face 
detection process in the image. After the face is detected, the next process is the process of detecting face 
landmarks which are points on the face that form faces. Points of face landmarks are used to detect the 
movement of the eyes, mouth and tilt of the head. The collected activity data is then processed with 
machine learning, namely the SVM classification to determine whether a driver is experiencing 
drowsiness or not. 

2.1 Face Detection 

The face detection process is an image processing process in detecting a person's face. Face 
detection is the same as other object detection that utilizes object features in the image. Object features 
are extracted with a certain method and then a classification process is carried out to determine what 
objects are in an image. One of the most popular face detection methods is face detection with the haar-
cascade method. 

Other methods in face detection such as Mediapipe which is a machine learning development 
model that can work on multiple platforms or can work on various devices and various programming 
languages used[18] [20], mediapipe provides end to end acceleration which makes machine learning be 
faster to use. Due to its ability to be developed using various programming languages, Mediapipe is 
suitable for mobile and desktop devices. Mediapipe can work in real time and not only detect faces but 
mediapipe can work for detecting objects, hand movements, bodies, and other things related to machine 
learning. 

2.2 Face detection of landmarks 

After the system is able to detect faces in the image field, the next process is to detect the face 
landmad key point on the face. Face landmark key points are connecting points that compose a face 
shape in detail based on the shape of a person's face. In addition, the face landmark key point also 
accurately maps the position of facial parts, such as the eyes, nose, mouth and eyebrows. On the 
mediapipe there are 468 face landmark key points that can be used to detect movement or activity of the 
eyes, mouth and tilt of a person's head show on Figur 2. The points on key point landmarks can be used 
to determine changes in activity on the face. When the eyes blink or the head changes position, these 
points can be used as a reference for changes in activity. 

 

 
Figure 2. 468 Face Landmark Key Point 

 
2.3 Collecting Datasets 

A dataset is a collection of reference data that is used to train a model with machine learning or 
to generate an artificial intelligence model. Datasets can be obtained through sites that provide special 
datasets in bulk or from institutional and company websites related to the research being carried out. 
Datasets can also be made independently by taking into account the needs of the system being built. In 
machine learning, the dataset is made as much as possible in order to produce better machine accuracy. 

 
2.4 Data Training and Model Testing 

The next process in the research after dataset collection is the classification system training 
process which is built using the dataset that has been collected. The created algorithm system is trained 
with a dataset with a total of 70% of the entire dataset. The remaining 30% is used to carry out the 
process of testing models that have been successfully trained. There are no restrictions on the division 
between data for train and data for test. In general, datasets can be divided into 80:20, 70:30 and even 
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50:50. 70:30 was chosen based on the condition of the dataset which is not too large so it is hoped that 
this composition is sufficient to represent all the data held. 

 
2.5 SVM classification 

Support Vector Machine (SVM) is a supervised learning method commonly employed for 
classification (like Support Vector Classification) and regression (Support Vector Regression). In 
classification modeling, SVM exhibits a more mature and mathematically clear concept compared to 
other classification techniques. SVM can handle both linear and non-linear classification and regression 
problems.[19] 

SVM seeks the best hyperplane by maximizing the distance between classes. The hyperplane is 
a function used to separate classes. In 2-D, the function used for inter-class classification is called a line, 
whereas in 3-D, it's referred to as a plane. Similarly, in higher-dimensional class spaces, the function 
used for classification is termed a hyperplane. Figure 3 shows an example of a Hyperplane that separates 
two classes positive (+1) and negative (-1)[20]. 

 

 
Figure 3. Sample Hyperplane that separates the two classes positive (+1) and negative (-1) 

 

2.6 System Testing 

The last process is the process of testing the system as a whole to detect the drowsiness of a car 
driver. The system is tested to be able to detect the activity of eye blinking, the amount of yawning, and 
to detect the tilt of the driver's head. After that, the system must also be able to estimate or predict the 
drowsiness that occurs in the driver based on the activity of blinking, yawning, and head tilt. 

 

3. RESULT AND DISCUSSION 

The drowsiness detection system for motorists works according to the flowchart in Figure 4. By 
entering the video from the webcam attached to the system. The system will retrieve data for each frame 
from the video input, and then carry out the preprocessing process and the face detection process. After 
the facial data has been successfully detected, the next process is the process of looking for landmark 
points on the face. 

The next stage is to calculate the activity of eye blinking, mouth opening or yawning, and head 
tilt activity. All these conditions are recorded by the system within 10 seconds. All conditions that have 
been recorded will then be classified using machine learning with the SVM method. The output of this 
classification is a sleepy state or not. If it turns out that the recorded data is in a drowsy state, the system 
will turn on the buzzer as an indicator that the user is experiencing a drowsy state. 
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Figure 4. Drowsiness Detection System Process Flow 

3.1.   Detect eye activity, mouth and head tilt 

Eye Aspect Ratio method (EAR) is a method that can be used to determine the condition of the 
eyes in a closed or open state. The aspect ratio of the eye can be determined through simple 
mathematical calculations by utilizing the points on the face landmarks. 

Face landmarks on the eyes which are divided into 16 points for the left eye and 16 points for 
the right eye. Landmarks on the eye are only used as many as 6 points to be able to calculate EAR. EAR 
is calculated by formula (7) which consists of points p1-p6 where p1-p6 of the left eye are points with 
numbers [362, 385, 387, 263, 373, 380]. while the right eye side has p1-p6 with index numbers [33, 160, 
158, 133, 153, 144]. The p1 – p6 values on the face landmarks of the eyes appear as shown in Figure 5 
below. 

 

 
Figure 5. Determination of Aspect Ratio in the Eyes 

P1 
P4 

P2 P3 

P6 
P5 
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Eye Aspect Ratio formula (EAR) can be seen in the following equation: 
 

𝐸𝐴𝑅 =  
|𝑝2−𝑝6|+|𝑝3−𝑝5|

2|𝑝1−𝑝4|
         (7) 

 
The results of testing the system in detecting eye activity are shown in Figure 6. When the eyes are open, 
the system records an average EAR value of 0.31, while the average EAR value when the eyes are closed 
is 0.15. 
 

 
(a) EAR eyes open             (b) EAR eyes closed 

Figure 6. Calculation of the eye EAR value 

3.1.1 Yawning Detection 

The process for detecting yawning is the same as detecting eyes closed. By utilizing the EAR 
equation, the aspect ratio when the mouth opens (yawns) and closes will show the difference. At the 
mouth of the points used to calculate the aspect ratio are at points [96, 82, 312, 325, 317, 87]. if converted 
to position coordinates in the image it looks like in the following example program: 

 
M_p1x , M_p1y = faces[ 0 ][ 96 ] # M-P1  
M_p2x , M_p2y = faces[ 0 ][ 82 ] # M_p2  
M_p3x , M_p3y = faces [ 0 ][ 312 ] # M_p3  
M_p4x , M_p4y = faces[ 0 ][ 325 ] # M_p4  
M_p5x , M_p5y = faces[ 0 ][ 317 ] # M_p5  
M_p6x , M_p6y = faces[ 0 ][ 87 ] # M_p6 

 
From the coordinates of the image pixels, the ratio value of the mouth can then be calculated 

with the previous equation, if it is made in the program it looks like this: 
 

EAR_Mouth = 
( abs ( M_p2y - M_p6y)+ abs (M_p3y - M_p5y)) / ( 2 * abs (M_p1x - M_p4x)) 
 
print ( "Value of Mouth_EAR: " , EAR_Mouth) 

 
Figure 7 is the output of the program to see the results of the open and closed mouth ratio 

values. When closed the value of the mouth ratio is around 0.05. While when the mouth is open the value 
of the ratio is around 0.75. 

 

 
(a) Closed mouth ratio                           (b) Aspect ratio open mouth 

Figure 7. Mouth Aspect Ratio Calculation 
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3.1.2 Head Tilt Detection 

 The tilt of the head of the driver is one of the indicators that is calculated to determine whether 
a person is sleepy or not, the tilt of the head is calculated using the angular change formula in the inverse 
kinematic equation. In the program to be able to retrieve the middle value from advance can be done 
with the following command: 
 
fx11, fy11 = faces[ 0 ][ 10 ]  
fx12, fy12 = faces[ 0 ][ 152 ]  
 
fx_imaginer = fx11fy_imaginer = fy12imaginer_length = 0 

 
Calculation of kinematic inverse as shown in the following sample program snippet: 
 
face_length = math.sqrt ( pow ((fx12 - fx11) , 2 ) + pow ((fy12 - fy11) , 2 )) 

 
imaginer_length = math.sqrt ( pow ((fx12 - fx_imaginer) , 2 ) + pow ((fy12 - fy_imaginer) , 2 )) 

 
face_degree = math. degrees (math. acos((imaginer_length / face_length))) 

 

The test results to determine the tilt angle of the head can be seen in Figure 8. When the head is 
straight, the angle formed is 90 degrees (Figure 8a). In figure 8b, the head can be seen tilted to the left 
at an angle of 50 degrees, finally in figure 8c. Head tilted to the right at an angle of 59 degrees. This slope 
value is used to determine whether a person is sleepy or not. 
 

 
(a) Head tilted to the left               (b) Head tilted to the right                  (c) Head straight 

Figure 8. Testing the tilt of the head. 

3.2.   Collection of Data Sets 

Data collection was carried out by finding respondents to collect data on whether they were 
sleepy or not by counting the number of blinks, the number of mouth openings or yawns, and the number 
of head nods, which will then be used as a dataset. 

 

 
Figure 9. Drowsiness Dataset Collection 

 
 Figure 9 is a respondent whose data is taken for being sleepy or not using a method that has 

been stored in the system. In taking the dataset, the respondents were made sleepy and bored by being 
given a boring show to find out the number of blinks and drowsiness, and data were collected during the 
day and at night to find out whether the respondent was sleepy due to sleeping hours or indeed due to 
boredom due to eye fatigue. The data obtained from the respondents was then used as a sleepy dataset 
with a total of 110 data as follows. 
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Table 1. Respondents' eye blinking, yawning and head tilt activity data 

Number of flashes The number of tilted heads Amount of evaporation  Condition 

5 1 2 sleepy 

5 1 1 sleepy 

3 1 2 sleepy 

…. …. …. …. 

2 1 0 not sleepy 

1 0 0 not sleepy 

2 0 0 not sleepy 

 
From table 1, a simple data set is produced that can be used to determine whether a person is sleepy 

or not according to the number of eye blinks, the number of yawns and the tilt of the head. 

3. 3.  Dataset Testing 

 After collecting a dataset of sleepy and not sleepy conditions, then this data can be used as 
training data on the SVM algorithm that has been created. The data is divided into training data and test 
data. The training data consists of 70% of the total data, the rest is used as test and validation data. From 
the training process to the created algorithm, an accuracy of 93%, 94% recall, and 94% precision is 
obtained. The program output resulting from the machine learning process looks like in Figure 10. 
 

 
 
 
 

Figure 10. Output Of Training Process 
 

In testing the dataset, it was found that the dataset used had an accuracy rate of up to 93%, the 
precision level reached 94% and the recall reached 94%. 

After the dataset is obtained, then the SVM model is created using a pickle where the training 
data model will be made separately from the test data. In this study, the test data is real-time data from 
the condition of the driver, while the training data is made using the SVM model. 

3. 4.  Drowsiness Detection System Testing 

Furthermore, to prove the drowsiness detection tool, a test is carried out on the system that has 
been built using several test parameters including: 

 
Tool testing with ideal light conditions: 

Drowsiness detection test will test whether the system can detect drowsiness and fatigue in 
drivers. Then do the system test in the following way: 

a. The camera distance to the face is 25 – 40 cm. 

b. Using a webcam with 720p resolution and 720p IR camera 
c. The lighting conditions of the room are bright and clear 
d. The condition of the activity of the eyes, mouth and head is detected every 10 seconds. 

The test results are shown in Table 2. The input data from the system is the number of eye blinks, the 
number of head tilts and the number of yawns. 
 

 
Table 2. The results of the sleep detection test 

No Photo Input Data Information 

 
1 

 

 
1, 1, 2 

 
Sleepy 

(Correct) 

Accuracy  : 0.93939394 

Precision : 0.94736842 

Recall    : 0.94736842 
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No Photo Input Data Information 

 
2 

 

 
2, 0, 2 

 
Sleepy  
(False) 

 
3 

 

 
0, 1, 0 

 
Not Sleepy  
( Correct)    

 
4 

 

 
1, 0, 3 

 
Sleepy 

(Wrong) 

 
5 
 

 

 
1, 1, 0 

 
Not sleepy 
(Correct) 

 
6 

 

 
2, 1, 0 

 
Not Sleepy  
( Correct)    

 
7 

 

 
2,1,0 

 
Not sleepy 
(Correct) 

 
8 

 

 
2,2,0 

 
Not sleepy 
(Correct) 

 
9 

 

 
1,3,1 

 
Sleepy 

(Correct) 

 

From table 2 it can be seen that there were two errors out of a total of nine trials in detecting a 
person's drowsiness. So that can be said. The sleep detection system has an accuracy of 77% in detecting 
drowsiness 

 
Testing the face distance to the camera: 

In this test it was found that the system could detect distances between 10 cm to 60 cm. The test 
results are shown in Figure 11. 

 

    
(a) Can work                 (b) Can work 

Figure 11. Testing the face distance to the camera 
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Low light testing: 

In low-light testing, the system runs with an accuracy rate of 100%, this is because the author 
uses an infrared camera so that it can operate in the dark. The test results are shown in Figure 12. 

    
(a) Low Light Conditions         (b) Total Darkness 

Figure 12. Test results in dark light conditions 

 
Testing using accessories: 

In this test the system can run well when the face is wearing glasses and a hat or other head 
cover but cannot work when wearing a mask, show in Figure 13. 

 

  
(a) Can Work           (b) Unable to Work 

Figure 13. Test results in dark light conditions 

 
Testing with face position: 

Another test is to test the angle of the face towards the camera. The user's face can be tilted left 
and right, bowed or turned upwards. The slope angle is then measured to determine the slope position 
that is still detected by the system. The test results are shown in Table 6. In this test it was found that 
the system could run up to a position of 10º to 20º 
 
3. CONCLUSION  

The conclusion of this study is that the sleep detection system can work by utilizing the methods 
used, namely the blazeface method, invert kinematics, and SVM classification to detect drowsiness and 
can run with a fast but accurate response with an accuracy rate of up to 77% in actual testing. While the 
SVM model developed has a level of accuracy that reaches more than 90%. Meanwhile, the sleep 
detection system can only be used at a distance of between 30cm and 60cm from the camera towards 
the face, with a tilt of the face to the camera of 20-30 degrees. For researchers who will conduct research 
related to sleepiness detection by utilizing sleepiness characteristics based on eye activity, mouth, and 
head tilt, they can create more datasets so that detection results are even better. 
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