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1. INTRODUCTION

In alocal language, some characters are symbols used to write the language on various materials
such as paper, leaves, and more. One example of a native regional script in South Sumatra is the
Komering language, which has a Komering script. With time, the use of the Komering script and several
other ancient scripts has become increasingly rare and has been replaced by the Latin script. As aresult,
most of the local population from the region of the script’s origin no longer recognizes these ancient
scripts. Therefore, efforts are needed to reintroduce knowledge about ancient regional scripts like the
Komering script so that these regional scripts can be recognized and preserved from extinction.

To preserve ancient scripts like the Komering script some researchers have used technology to
preserve the Komering script, such as deep learning [1], [2]. However, one of the challenges of a deep
learning model is that it is trained to recognize images with a limited amount of data. In addition, other
factors that need to be considered in image recognition, including characters, are when there is a shift
or tilt in the image during capture [3], [4], requiring augmentation to modify diversity and increase the
number of image data.

Data augmentation effectively increases the amount of data and its random variations [5]. The
augmentation process enhances and expands the available data set. The advantage of this technique is
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that it can reduce the gap between the training, validation, and testing datasets, making the dataset more
representative and resulting in a more accurate model while reducing overfitting [6]-[9]. The
fundamental concept of data augmentation is to create a dataset that covers new variations in input
while maintaining the correct labels [10]. Compared to other methods, data augmentation can modify
input data without altering the network structure [11]. Furthermore, augmentation has been applied in
various fields, such as image processing [6], [8], speech recognition [12], text recognition [13], and
others.

Traditional data augmentation techniques are generally divided into three categories: spatial
transformation or geometric transformation, color space augmentations, and information dropping or
random erasing [6], [14]. Several augmentation techniques, including flipping, random rotation,
translation (shifting images left, right, up, or down), and cropping, are commonly used in model training
development as part of the geometric transformation. Color distortion or color space transformation
modifies data by altering brightness, hue, and saturation to manipulate the color of RGB color matrices
[15], [16]. On the other hand, the random erasing technique selects a rectangular region in an image,
erases its pixels, and replaces them with random values [17]. The geometric transformation is easy to
use and can address position bias issues in training data, such as a focus centered on the image frame,
which is often a challenge in character images [6].

Several researchers have studied data augmentation in machine learning and deep learning.
Wikarta et al. researched the influence of data augmentation [18]. They studied the impact of testing
data size and data augmentation on driver detection in vehicles wearing masks. The results showed that
adding augmentation techniques successfully improved the detection of the model. The augmentation
techniques included zoom, rotation, shear, shifting, and horizontal flips. Sanjaya and Ayub [1[19]9] also
conducted previous research on car image recognition using augmentation techniques such as Random
Crop, Rotate, and Mixup. Their study showed that a CNN model with ResNet architecture achieved better
accuracy. Tumewu et al. [20] also researched the classification of batik patterns using data augmentation
techniques. They used techniques such as Scale, Random Erase, Rotation, and Flip to increase the variety
of the dataset. The results showed that data augmentation, predominantly random erase and flip
augmentation, significantly improved the accuracy when using CNN architectures such as ResNet-18 and
ResNet-50.

Furthermore, Fadilah et al. [21] researched using data augmentation to overcome data
limitations in Indonesian sign language translation. The augmentation techniques employed included
image transformations such as flipping, rotating, and adding Gaussian noise to images. The results
showed that augmentation improved the accuracy of the models, which were limited by the available
data. Zhong et al. [17] researched the development of data augmentation techniques through random
erasing. They modified commonly used data augmentation methods such as random flipping and
random cropping. The results showed that the combined augmentation techniques for various
architectures improved object detection and person re-identification. Zheng et al.[9] proposed full-stage
data augmentation for natural image classification. The data augmentation process was applied to both
the training and testing stages. The augmentation during the training process aimed to ensure that the
CNN structure captured the information structure of the sample data. It also addressed issues related to
the position of the images. On the other hand, data augmentation during the testing process aimed to
reduce the dependency of ensemble models on a single network, ensuring consistency in ensemble
models during the transfer of domain information. The results demonstrated that full-stage
augmentation with techniques such as translation, horizontal flip, rotation, scale transformation, and
noise disturbance in both the training and testing stages could improve accuracy on the tested dataset.

From these various studies, it can be observed that data augmentation can impact the accuracy
of data in Deep Learning models. Therefore, this study aims to examine the effect of augmentation
techniques on the accuracy of a deep learning model for recognizing script images. The challenge of
image data augmentation, mainly using geometric transformation techniques, depends heavily on their
“safety” context in the application domain [6]. “Safety” in augmentation methods refers to the resulting
label after the transformation. Not all geometric transformations can be applied to the script images
dataset. For example, flipping techniques may produce different character labels or significantly
different images from the character labels. Similarly, the limitations of rotation and transformation
values need to be evaluated to ensure robust confidence prediction. Therefore, this research will focus
on considering the best augmentation techniques for the script images dataset and their impact on the
model’s ability to recognize augmented data.
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This research is essential to provide insights into the most suitable and effective augmentation
techniques for the case of image datasets containing characters. This study can contribute to knowledge
in character image recognition and data augmentation techniques. The research findings can assist
developers and other researchers in optimizing deep learning models specifically for character image
recognition. A better understanding of how augmentation techniques affect deep learning models in the
context of script image recognition can aid in developing more accurate and reliable solutions for various
applications.

2. METHOD

This research focuses on the impact of augmentation techniques on the accuracy level of deep
learning model recognition. The research workflow for studying the effect of augmentation techniques
in recognizing ancient script images can be seen in Figure 1.

Dataset >
£ Create data testing D
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Pre-trained Deep - width shifting
Learning Models - heigt shifting
.\\\ I _4‘//‘
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Learning Data Test
|
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Results

Figure 1. Process flow of augmentation

The stages can be explained as follows:
a. The first stage involves generating testing data using augmentation techniques to create various

script image variations. For the dataset, samples of Komering characters were obtained from
previous research [2], [22]. This dataset selected five characters (RHU-GHU, SU, TU, WU, and
YU), as shown in Figure 2. Each character comprises 100 images, which will be generated to
create new test data.

b. Augmentation techniques used to produce new images involve geometric augmentation
suitable for a dataset containing characters, taking into account the augmentation process that
will not affect label changes due to image distortion magnitude. The characteristics of Komering
characters tend to be somewhat similar, mainly due to the use of diacritics. Therefore, basic
augmentation techniques such as random rotation and shifting were chosen for creating the
testing dataset. The random value limits for these techniques were set to ensure that they do
not alter the character's shape. Techniques such as flipping and noise injection were not
selected as they could alter the character label readings.

c. Data augmentation results yield a testing dataset consisting of modified script characters using
Random rotation and Shift (height and width) augmentation techniques, which will
subsequently be used to evaluate the base deep learning model.
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d. The deeplearning model used here is a CNN-based model previously trained with the Komering
script dataset in a prior study [2]. The h5 model from the best model is imported and then tested
with the newly generated dataset using augmentation techniques.

e. Lastly, the results are analyzed to determine the impact of Random rotation and Shift (height
and width) augmentation techniques on accuracy, precision, recall, and F1 score values.

W L 4

yu wu tu su ru-ghu

Figure 2. Example of augmented character images

3. RESULT AND DISCUSSION

3.1. Augmentation Process for Script Images

The augmentation process in this study utilizes the imageDataGenerator from the Keras library
[23]. The evaluation process of the deep learning model to generate testing data involves three
augmentation techniques: random rotation and random transformation shift (height and width),
resulting in 14 model datasets for script images. The newly generated data consists of 5 characters: RHU-
GHU, SU, TU, WU, and YU. Each of these characters has 100 image data in the dataset. From each
character image, an additional 1000 images are generated. Therefore, after augmentation, each
character has 10,000 images per model. Consequently, the total of the five augmented character samples
in each model amounts to 50,000 images. The explanations for each of the three augmentation
techniques are as follows:

1. Test A: Random Rotation for Script Images

In Test A, the random rotation technique generated 50,000 images for each testing data. The evaluation
modifies the rotation size with eight different values while keeping the height and width constant.
Random rotation is an image processing technique involving the image's random rotation at various
angles or directions. This technique aims to increase the variation in the script image data within the
testing dataset, allowing us to observe how well the model can recognize objects with different
orientations or rotation positions. The random rotation values are modified by providing a range of
values (-20, -15, -5, 0, 5, 10, 15, 20), where 0 represents the standard size (Table 1). Negative values
indicate rotation to the left, while positive values indicate rotation to the right. The parameters
brightness_range=(0.2,1.0), width_shift range=0.1, and height_shift_ range=0.1 are for the random
rotation model.

Table 1. Test A: Evaluation of range values for random rotation technique

No Trial Type Rotation Height Widht

1 Test 1A 20 0.10 0.10
2 Test 2A 15 0.10 0.10
3 Test 3A 10 0.10 0.10
4 Test 4A 5 0.10 0.10
5 Test 5A 0 0.10 0.10
6 Test 6A -5 0.10 0.10
7 Test 7A -10 0.10 0.10
8 Test 8A -15  0.10 0.10

Note: Negative values indicate rotation to the left, while positive values indicate rotation to the right.
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2. Test B: Width Shift for Script Images

The second model, named Test B, evaluates the augmentation technique of transformation with width
shift. This technique involves horizontally shifting the image to the left or right within a predetermined
range. Moving the pixels of the image horizontally without changing its size performs the Shift. The range
value is a float number <=1, representing a percentage of the total width as the range. For the evaluation,
the sizes for modifying the character samples with the width shift technique are (0.1, 0.15, 0.20). The
range for height value and random rotation remains at 0.1 and 10, respectively, as shown in Table 2. The
default brightness_range=(0.2, 1.0) is also maintained.

Table 2. Test B: Evaluation of range values for width shift technique

No Trial Type Widht Height Rotation

1 TestB 0.1 0.1 10
2 TestB 0.15 0.1 10
3 Test B 0.20 0.1 10

Note: The range value represents a percentage of the total width for the Shift.

3. Test C: Height Shift for Script Images

The following evaluated augmentation technique is the height shift technique (Test C). This technique
involves changing the vertical or height position of the image in various sizes or directions. The given
random size range for the height shift augmentation technique is (0.1, 0.15, 0.20), while the parameters
for random width and random rotation remain the same (Table 3). The brightness range for this test is
the same as in Tests A and B, using a range of values (0.2, 1.0).

Table 3. Test C: Evaluation of range values for height shift technique

No Trial Type Height Widht Rotation

TestC 0.1 0.1 10
Test C 0.15 0.1 10
Test C 0.20 0.1 10

The total number of models in Tests A, B, and C is 14, with each dataset consisting of 50,000 images.
Figure 3 shows an example of the results of the augmentation techniques. By observing the image, one
can perceive the changes that have occurred in the images after being modified using augmentation
techniques.

w Wl ¥ W w
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Original Random Rotation Height Shift Widht Shift Brightrigss

Figure 3. Example images of applied augmentation techniques

3.2. Testing Deep Learning Model for Augmented Images

The researchers based the deep learning model used in this study on the model utilized in a
previous study [2]. This deep learning model employs the Convolutional Neural Network (CNN)
algorithm. The deep learning model this research uses consists of 4 CNN modules and 3 Neural Network
(NN) layers. The best model from the abovementioned study has been trained to recognize 336
characters of the Komering script and achieved an accuracy of 99%. This best model was tested in the
evaluation process to recognize 14 test datasets generated through the augmentation process: Test A, B,
and C for the characters RHU-GHU, SU, TU, WU, and YU. Accuracy, precision, recall, and F1-Score were
used for evaluation to assess the impact of each augmentation process on the performance of the deep
learning model.

Table 4 presents the performance of the deep learning model in recognizing images of the 5
characters that underwent the augmentation process with modified rotation range values. By modifying
the augmentation data with a small random rotation range to the left (-) and right (+), the deep learning
model still performs very well in recognizing Komering script characters. A rotation of 5 degrees to the
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left yields better performances than non-rotated images. To highlight the best performance, we have
emphasized the corresponding performance values. As the rotation angle increases, the deep learning
model finds it slightly more challenging to recognize the script characters. Ideally, the deep learning
model can tolerate script inclinations of up to 10 degrees to the left and right. We can observe the model’s
performance, particularly the F1-Score, which remains above 90%. These values demonstrate that the
deep learning model tolerates classifying script characters at various inclinations.

Table 4. Performance of the deep learning model for testing dataset A

Model Rotation Accuracy Precision  Recall F1-Score
Test1A 20 0.74414 0.98992 0.74414 0.84842
Test2A 15 0.78427 0.99365 0.78427 0.87574
Test3A 10 0.83134 0.99280 0.83134 0.90435
Test4A 5 0.84642 0.98980 0.84642 0.91203
Test5A 0 0.86535 0.99127 0.86535 0.92322
Test6A -5 0.88178 0.99316 0.88178 0.93347
Test7A -10 0.82808 0.99312 0.82808 0.9024
Test8A -15 0.8048 0.99427 0.80480 0.88880

Table 5 displays the results of Test B, which involved modifying the data using horizontal
shifting techniques to the left and right. The range values from 0 to 0.2 specify the percentage of image
shifting based on the image’s width. The table illustrates that a maximum width shift of 0.10 or 10% of
the image resulted in improved performance compared to no shifting. For the best performance, the
images could be accurately recognized with a precision of 99.33%, an accuracy and recall of 83.02%, and
an F1-score of 90.36%. As the shifting value increases, the performance decreases.

The results for vertical shifting in Test C can be seen in Table 6. This test involved modifying the
height (Shift) range values from 0.1 to 0.2 for vertical shifting. The results demonstrate that the model's
performance decreases as the height range increases. However, the precision value remains above 90%,
indicating that the model can still recognize character images with a tolerance of up to 15% vertical
shifting from the original image height. This indicates that larger height ranges for vertical shifting
negatively impact the model's performance in correctly classifying the images. However, even with the
largest height range (0.20), the precision remains relatively high (above 98%), indicating that the model
can still identify positive predictions accurately.

Table 5. Performance of the deep learning model for testing dataset B.

Model Widht Accuracy Precision Recall F1-Score
default 0 0.86535 0.99127 0.86535 0.92322
Test1B 0.10 0.83024 0.99330 0.83024 0.90361
Test2B 0.15 0.78573 0.99184 0.78573 0.87561
Test3B 0.20 0.71285 0.99885 0.71285 0.83055

Table 6. Performance of the deep learning model for testing dataset C.

Model Height Accuracy Precision Recall F1-Score
default 0 0.86535 0.99127 0.86535 0.92322
Test1C 0.10 0.83479 0.99976 0.83479 0.90886
Test2C 0.15 0.80751 0.98925 0.80751 0.88817
Test3C 0.20 0.73472 0.98085 0.73472 0.83744

3.3. Discussions

To assess the impact of augmentation techniques on the overall accuracy of script image
recognition in the deep learning model, Table 7 summarizes the average results of all testing on the
dataset using the three augmentation techniques. The overall average value is calculated from each
augmentation technique testing result.
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Table 7. Average values performances of dataset testing for each augmentation technique

TEST Accuracy Precision Recall F1-Score
default 0.86535 0.99127 0.86535  0.92322
Test A 0.82327 0.99225 0.82327 0.89856
TestB 0.77627 0.99466 0.77627 0.86992
Test C 0.79234  0.98995 0.79234  0.87816

Average 0.80045 0.99135 0.80045 0.88411

This information provides a general overview of the model’s performance for each tested
augmentation technique. The results show that the random rotation augmentation technique provides
a more stable performance than the script images dataset testing generated with vertical and horizontal
shifting techniques. The trained deep learning model tolerates classifying characters at various angles,
vertical and horizontal shifts. The overall average precision value reached 99.14%, indicating that the
deep learning model exhibits a low false positive rate and can correctly recognize character images. Even
in Test A and Test B, the precision values increased by 0.09% and 0.05%, respectively, compared to the
default dataset. Precision measures the model’s ability to identify characters from all the identified
objects correctly. In image recognition, a precision value approaching 100% means that almost all the
characters identified by the model are correct, with very few false positives (characters wrongly
identified as certain characters). The value indicates that the model is excellent at accurately recognizing
characters. On the other hand, the average recall value of 80.05% suggests that the deep learning model
still has some difficulty recognizing specific character images of undetected characters. The average of
both performance measures can be observed in the F1-Score, which approaches 88.41%.

The approach of testing augmented data with the trained deep learning model compared to
testing with original images reveals a performance gap in character recognition. Therefore, for the
implementation of real-time script image recognition applications, similar to the deep learning model
developed in case [2], it is necessary to consider the accuracy of the image positioning. The existing deep
learning model has the potential to be embedded into a model capable of reading documents, as in the
example of Komering script recognition. Therefore, the geometric augmentation factors that have been
applied can serve as a basis for determining the script boundaries during the document segmentation
process.

In script image recognition, data augmentation can assist the deep learning model in
understanding variations in handwriting, writing styles, sizes, orientations, and image lighting.
Augmentation techniques can enhance the model's ability to recognize and accurately classify images.
The approach taken by Zheng et al. [9], which involves full-stage augmentation in training and testing
data, can be considered for future development. Data augmentation during training can help the deep
learning model recognize a more comprehensive range of image variations due to rotation, image
position, noise, and others. Meanwhile, augmentation during testing images is essential to evaluate the
model’s ability to provide more robust predictions.

4. CONCLUSION

Augmentation techniques in this study can be utilized to test the stability of the deep learning
model. The test results demonstrate that the deep learning model performs better in recognizing images
with random rotations than those modified with horizontal and vertical shifts. However, as the rotation
angle increases, the performance of the Komering character recognition model becomes more
challenging, as evidenced by the decline in performance. Overall, the deep learning model tested with
Test A (Random rotation), Test B (Width), and Test C (Height) exhibits good tolerance in classifying
characters at various angles of inclination and image shifts in both vertical and horizontal directions.
The model can recognize modified characters in all datasets with an accuracy rate of over 77%, a
precision rate of over 98%, and an F1 score of over 86%. For future development, the recognition of
Komering characters will be enhanced by employing transfer learning approaches and implementing
full-stage augmentation processes on the training and testing data.
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