Implementation of Apriori Algorithm for Music Genre Recommendation
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ABSTRACT

Music interest is diverse yet enticing to be a part of knowledge discovery. It influences how people feel, study, work, etc. A lot of things are to be considered in producing brand new music with its correlation to its genre. We have already collected the dataset that we can utilize in this research, which is the history of every song listened to by several users in a total of 20,000 records from a million song dataset. This study implements the Apriori algorithm which can handle a large amount of data while simplifying the data to create a recommendation system where the result is a pattern from the music genre according to the interests of each user with the help of the RapidMiner tool. The purpose of this research is that the pattern which has been found can become a reference for music producers in terms of making or distributing their brand-new music. The result of the best combination of genres states that listeners of the rock genre will also hear the pop genre with a combination frequency of 50, support value of 21.2%, and confidence value of 51%.
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1. INTRODUCTION

Music has become a part of an individual's life. It is a means of communication, a form of language between musicians and people who enjoy every genre of the music they put their heart into [1]. Nowadays, the technology of data mining is implemented in every field of research including music. By extracting a lot of data, new knowledge yet useful information and rules hidden behind massive amounts of data are gained effectively [2]. Data mining is divided into 2, namely supervised learning and unsupervised learning. The difference is in the function of the two where supervised learning is used to make predictions while unsupervised learning is used to find patterns from the data [3]. In this study, the data mining process that will be used is unsupervised learning. So that the input data does not require labels and trains the machine based on the structure of the data. Some of these unsupervised algorithms are k-means clustering [4], association rule [4, 5], fuzzy c-means [7]. It is possible to extract a lot of data at a lower cost due to the contribution of data collection and storage technology [8].

One possible practice of data mining is the implementation of the recommender system. Recommender system is a system which aims to provide recommendations to someone regarding something that is being sought based on existing experience [9]. In this case, the recommender system can help music producers find out about song trends in society and provide recommendations on what songs are suitable for production through extensive information [10].

Previous research on data mining stated its purpose for recommender systems. Recommender system is a process of giving suggestions to users according to their interest in the things that become recommendation material. This recommender system was also applied by the company for requirements engineering which stated that implementing FP Growth can show good performance in terms of extraction time and space.
consumption [11]. Other than that, Content-based filtering and collaborative filtering techniques are also used to create a system that can provide recommendations about social networks to someone on a website [12] as well as a system capable of recommending local businesses which are most frequently visited by the community with the help of GPS data [13]. A lot of researchers use this method in various data mining processes. Various kinds of information on a company can also be processed to analyze various transactions that occur in the company. This data is then used to provide package promotions to consumers according to the rules/patterns obtained from the association rule mining process according to the value of confidence and support from each of the rules obtained [14]. For instance, the research conducted by [15] is aimed to improve association rule mining. They use this association rule algorithm to create a recommendation system for film data. The method used to modify the association rule algorithm is Potent-rule and community-aware recommender system (PRUCARS).

In this study, the proposed method is to implement apriori algorithm as a model to find a pattern where later, this pattern will be in the form of a set of song genres. This apriori algorithm is then used as a recommendation system. Other algorithms used for recommendation systems are content-based filtering and collaborative filtering as mentioned in the third paragraph. Those algorithms differ from apriori algorithm and therefore, this is what drives the idea of creating a recommendation system based on another algorithm where the algorithm is a priori. The difference between apriori algorithms and existing recommendation system algorithms is that apriori algorithms are descriptive analytics not predictive analytics. So that the factors cannot be directly compared between these algorithms. In addition, this apriori algorithm is used in this study because it is able to process large amounts of data and is also able to simplify that data. So, the purpose of this study is to create a recommendation system based on the apriori algorithm.

The rest of this paper is organized as follows. Section 2 explains the proposed methods, and Section 3 provides an explanation and analysis of the results obtained after using the proposed method. Finally, Section 4 outlines our conclusions.

2. METHOD

This study implements Apriori algorithm for the benefit it provides which is the ability of handling large amounts of data and simplifying the data itself. The dataset in this study is massive and therefore, the implementation of Apriori algorithm and association rule mining use an open-source application that can perform data mining processes with this Apriori algorithm, namely RapidMiner 9.9. This study uses RapidMiner 9.9 because of its simplicity in usage and its fast-computing performance, especially in implementing the Apriori algorithm. Figure 1 explains what steps are taken to implement the Apriori algorithm.

![Proposed workflow](image)

2.1. Data Collection

The purpose of this study is to provide a rule in the form of a song genre, which later will be given to music producers to produce music according to the interests of listeners so that the music they produce can be accepted by listeners. Therefore, to support the creation of a rule in the form of genre, the required dataset in this study is a playlist history dataset of several people with their preferred genre. With the need for such a dataset, the dataset is obtained from UCI machine learning repository, namely YearPredictionMSD Data Set in the form of user playlist history with user id, song id, and the number of plays for the song. The reason that dataset is used is because it is the appropriate dataset for this study. Lastly, This dataset contains 20,000 records history, 76,353 users and 10,000 song id.

2.2. Data pre-processing

After obtaining the dataset, the next step is data pre-processing where the dataset will be converted to fit the needs of this study. In this case, the process that will be carried out includes data cleaning, data reduction, set role, numerical to binomial and finally finding frequent genre and association rule.

The first step, we remove some noisy data. This process is called data cleaning. Noisy data contained in this dataset is in the form of missing song title data and song id data that is not in the playlist history so that such data is removed.
Table 1. Genre distribution

<table>
<thead>
<tr>
<th>Genre</th>
<th>Total records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blues</td>
<td>3</td>
</tr>
<tr>
<td>Country</td>
<td>33</td>
</tr>
<tr>
<td>Electronic / Dance</td>
<td>58</td>
</tr>
<tr>
<td>Hip-hop</td>
<td>39</td>
</tr>
<tr>
<td>Jazz</td>
<td>12</td>
</tr>
<tr>
<td>K-pop</td>
<td>26</td>
</tr>
<tr>
<td>Metal</td>
<td>46</td>
</tr>
<tr>
<td>Rock</td>
<td>98</td>
</tr>
<tr>
<td>Pop</td>
<td>146</td>
</tr>
<tr>
<td>Reggae</td>
<td>11</td>
</tr>
<tr>
<td>R&amp;B</td>
<td>44</td>
</tr>
<tr>
<td>Gospel</td>
<td>16</td>
</tr>
</tbody>
</table>

As stated in table 1, the amount of data from 20,000 history records is reduced to 532 history records only due to the fact that the number of records of 20,000 will make the association rule search process take longer so reducing the data will speed up the rule mining process.

After cleaning the data, the user id is changed from the regular data type to id data type. This is done with the aim that when applying the Apriori, it will not affect the user id attribute. In other words, user id will not be used as one of the attributes that will be searched for.

Then after the set role process, the numerical to binomial operator will be carried out. This Numerical to Binomial operator, as from the meaning of the name itself, changes the type of the dataset attribute from a numerical data type to a binomial data type. For example, the pop genre attribute in user 001 is number 1 (numerical data type), so after entering the numerical to binomial operator, the number 1 will change to true/false depending on the specified min/max. In the dataset obtained, we did not determine the min/max because the contents of the dataset are already binary numbers, namely 0 and 1, where 0 means that the genre has never been heard and 1 means that the genre has been heard.

2.3. Finding association rules

After preprocessing the data, the dataset will be incorporated into this a priori algorithm. The architecture of this a priori algorithm can be seen in Figure 2. The first stage is that we have to determine the minimum support value to be used, which is 0.2. Then it will calculate the support value of each item in the dataset. This support value will later be used as a basis for whether this item will be eliminated or not. The item will be removed if it does not meet the minimum support value that has been determined. Furthermore, after selecting items that have a support value higher than the minimum support, then the next step is to determine the minimum confidence, which is 0.2. After that, the confidence value of each existing item will be calculated after passing the previous minimum support selection. If the item does not have a confidence value that matches the criteria, then the item will be eliminated. And the last stage is the process of forming the rules themselves which will be the main result of this research.

This study also provides the formula for support value and confidence value calculation. The formula for the support itself is defined in formula (1) below.

\[
\text{Support} (X) = \frac{\text{freq}(X)}{N}
\]

In (1), freq(X) indicates the frequency of the item whose value is to be calculated, while N indicates the total transactions in the dataset. The frequency of transactions where the item exists divided with the total number of transactions is the way to obtain the support value. In addition to support, there is also a parameter called confidence. Confidence is a comparison of the support value of a collection of items in a rule with the support value of an item that precedes it. So the formula for confidence is defined in formula (2) below.

\[
\text{Confidence} (X \rightarrow Y) = \frac{\text{support } X \cup Y}{\text{support } X}
\]
In (2), support $X$ indicates the support value of item $X$, and support $Y$ indicates the support value of item $Y$. For the calculation, every rule that meets the requirements is collected at the rule table, i.e. if the resulting confidence of the rule has exceeded the minimum confidence that was defined at the beginning. With confidence value, we can measure how precise the relationship between itemset is in the Apriori/association rule. By determining the minimum support, we limit the percentage of frequent items set to suit our interest. Greater support of the item specified increases the possibility of the item combination to be selected [16]. We also determine the minimum confidence to 0.2 which means every relationship that has confidence value below 0.2 will be eliminated in this research. However, the important parameters that play a role in running Apriori/association rule are minimum support and minimum confidence. Confidence is a percentage of the relationship between several data/items.

3. RESULTS AND DISCUSSION

In Table 2, the result which delivers patterns of genre interest to music producers who want to distribute their music are presented. This result is given in excel format to make it more perceptible yet viable to read. The columns reviewed are the “Premise Frequency”, “Conclusion Frequency”, “Premise and Conclusion Frequency”, “Support”, and “Confidence”.

Table 2. First 5 rows of experimental result

<table>
<thead>
<tr>
<th>Premises</th>
<th>Premises Frequency</th>
<th>Conclusion</th>
<th>Conclusion Frequency</th>
<th>Premise and Conclusion Frequency</th>
<th>Support</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rock</td>
<td>98</td>
<td>Pop</td>
<td>146</td>
<td>50</td>
<td>0.212</td>
<td>0.510</td>
</tr>
<tr>
<td>Pop</td>
<td>146</td>
<td>Rock</td>
<td>98</td>
<td>50</td>
<td>0.212</td>
<td>0.342</td>
</tr>
<tr>
<td>Electronic/Dance</td>
<td>58</td>
<td>Rock</td>
<td>146</td>
<td>27</td>
<td>0.114</td>
<td>0.466</td>
</tr>
<tr>
<td>Metal</td>
<td>46</td>
<td>Pop</td>
<td>146</td>
<td>24</td>
<td>0.102</td>
<td>0.522</td>
</tr>
<tr>
<td>RnB</td>
<td>44</td>
<td>Pop</td>
<td>146</td>
<td>20</td>
<td>0.085</td>
<td>0.455</td>
</tr>
</tbody>
</table>
Conclusion Frequency”, “Support” and “Confidence” columns where these columns have an important role in providing recommendations of what genres interest users the most. To provide a recommendation, the aspect to be looked up for is the “Premise and Conclusion Frequency” with the highest value first. After that, take the highest value based on “Support” and “Confidence” columns.

The explanation for each column is as follows, The “Premise Frequency” column indicates the amount of total frequency of the premise itself. For instance, in the first row of Table 2, the “Premise Frequency” column shows 98 Premise Frequency of the rock genre in the dataset, and so on. The “Conclusion Frequency” column indicates the amount of total frequency of the occurring conclusion. In the first row of Table 2, “Conclusion Frequency” column shows 146 Conclusion Frequencies of the pop genre in the dataset, and so on. The “Premise and Conclusion Frequency” column indicates the total frequency if there are premises and conclusions in a situation. As in Table 2, the first column with the value 50 represents the 50 occurring combination frequency of users who listen to rock and also listen to pop genres. The “Support” column indicates the support value. For instance, in the first row of Table 2, the premise of “rock” with the conclusion of “pop” has the support value of 0.212, which means that 21.2% of the total records of the dataset consist of users who listen to “Rock” and “Pop” genres. The “Confidence” column is the confidence value. For instance, in the first row of Table 2, the premise of “Rock” with the conclusion of “Pop” has a confidence value of 0.51, which means that for every user who listens to rock genre, 51% of them also listens to pop genre. In other words, this value represents the percentage of relationships of people who listen to rock also tend to listen to pop.

Also in table 2, the premise of “Pop” and the conclusion of “Rock” has the support value of 0.212, which means that 21.2% of the total records of the dataset consists of user who listens to “Pop” and “Rock” genre and for every user who listens to “Pop”, 34.2% of them also listens to “Rock” based on the confidence value of 0.342. This combination occurs 50 times based on the “Premise and Conclusion Frequency” column. Other pattern also shown that the premise of “Electronic/Dance” and the conclusion of “Pop” has the support value of 0.114, which means that 11.4% of the total records of the dataset consists of user who listens to “Electronic/Dance” and “Pop” and for every user who listens to “Electronic/Dance”, 46.6% of them also listens to “Pop” based on the confidence value of 0.446. This combination occurs 27 times based on the “Premise and Conclusion Frequency” column and so on.

Based on the results above, this study found that the combination of “Rock” and “Pop” genres is the best combination considering the Premise and conclusion frequency, support value, and confidence value.

4. CONCLUSION

The implementation of the Apriori algorithm for this study started from preprocessing the dataset that has been collected by handling noisy values to converting each value to binomial. Then, the next and important step of this study is finding association rules which started from support value calculation to confidence value calculation. Through the steps above, the results that have been obtained from this study conclude that the best genre combination to produce according to our dataset is the rock and pop genre with 50 combination frequency. Also, the combination of rock and pop has a 21.2% support value and a 51% confidence value. The result also shows other rules after rock and pop combinations which are electronic/dance and pop, metal and pop, and also RnB and Pop.

For future research, it can be accomplished by increasing the size of the dataset used, realizing that data size greatly affects the performance of Apriori algorithm/association rule mining. In addition, it is possible to improve such a performance by determining minimum support and minimum confidence. Finally, other algorithms can also be implemented in this recommender system.
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