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 This study aims to classify potential customers’ characteristics based on non-

performing loans through the random forest method. This research uses data 

obtained from Syariah Mandiri Bank branch in Jambi, which includes data 

on micro-financing customers in years 2016–2020. The random forest 

method is used for analysis. The novelty of this work is that, unlike existing 

researches that used other soft-computing methods, we employ Random 

Forest method, specifically using an imbalanced class sampling technique. 

The obtained results show that credit risk can be estimated by taking into 

account factors such as age, monthly installments, margin, price of 

insurance, loan principal, occupation, and long installments. The research 

results indicate that the sensitivity, precision, and G-mean value increase 

compared to using the original data. Random forest with oversampling 

technique has the high Area Under the ROC Curve score that is equal to 

66.69%. 
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1. INTRODUCTION  

The Micro, Small, and Medium Enterprises (UMKM) is a national economic landmark, because it has 

conquered most of the enterprises in Indonesia. The UMKM created employment opportunities in Indonesia, 

which reduced unemployment and advanced Indonesian economic activities by providing the 99.5 % 

employment opportunities [1]. The UMKM still had problems, and solving them is essential for sector growth. 

One issue is the lack of, or limited, access to financing for capital and business owners [2]. A loan of money 

from the bank is a solution for the UMKM sector. The Syariah Bank program provides financing to fund their 

customers, who needed and deserved it [3]. One of the Syariah Bank branches that offer financing for UMKM 

development is Syariah Mandiri Bank (BSM). Their products are called WARUNG MIKRO. The provision of 

funding based on the syariah principle, contained in UU no. 10 1998 article 8 of Republic of INdonesia, 

conducted based on analysis using the principle of caution against customers who are unable to settle debts or 

restore funding in accordance with the agreement so the risk of failure or congestion in payment can be avoided 

[4]. 

According to Samti in [5], financing risky customers can affect the Syariah Bank’s performance. The 

risk is caused by the counterparty of customers in satisfying an obligation. Kumar and Sheshadri explained 

that, in order to minimize the risk, financing could be conducted by examining debtors’ demographics based 

on credit status [6]. Using information technology which may automate business processes, so that the Syariah 

Bank can store daily data transactions in large quantities. In the era of big data, Syariah Bank data deals with 

large quantities. Humans have limited data analytical abilities, especially in terms of using vast amounts of 

data to produce useful information that will help in decision-making processes [7]. 

A non-performing loan (NPL) is a situation where customers are not able to pay part or all of their 

obligations to the bank. The random forest method is used to build decision trees, consisting of a root node, 

node internal, and leaf nodes by taking attributes based on random data [8]. This method helps Syariah Bank 
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determine variables that influence consumer revenue in financing micro-businesses, making lending targeted 

and effective while avoiding NPLs. Credit assessment is one of the main components a financial institution 

uses to assess credit risk, increase cash flow, manage risk, and make decisions [9]. Credit assessment is also a 

process of recognizing bank customers and extending credit based on certain criteria [10]. The purpose of credit 

assessment is to classify the credit applicant into one of two categories, good and bad applicants. Credit 

assessment refers to the applicant’s ability to pay their obligations using characteristics such as age, type of 

customers, type of microfinance, loan principal, margin, long installments, monthly installments, occupation, 

and the price of insurance [11]. 

Motivated from above literatures, this study is aimed to analyze and evaluate customer credit analysis 

using the Random Forest method with an imbalanced class sampling technique to find the classification of 

characteristics of potential customers based on NPLs. 

 

2. METHOD  

In this study, the model that proposed to solve the problem class imbalance i.e. with apply a 

combination of approach techniques data level by resampling method and using an algorithmic approach with 

ensemble method based on random forest. The proposed model framework is shown in figure 1. 

 
Figure 1. Architecture system of Improved Random Forest 

 

2.1. Data Research 

This research is a quantitative work, where the data used is secondary data obtained from Syariah 

Mandiri Bank branch of Jambi. The data include information on customers who received micro financing stalls 

between 2016 and 2020. In total, there are 232 customers, 55 performed good credit and 177 performed bad 

credit. The research variable consisted of dependent variable and independent variables. The dependent 

variable used into balance sufficient or insufficient information. There are nine independent variables in this 

research, including age, customer type, type of microfinance, loan principal, margin, long instalments, monthly 

instalments, occupation, and the price of insurance. 

2.2. Random forest 

Random Forest is one of an ensemble method for improving data classification accuracy of an unstable 

single separator through a combination of multiple segments, similar to the voting process, to obtain a final 

classification prediction [12], [13].  

This is the random forest algorithm, according to Breiman & Cutler, and Liaw & Wiener [12], [14]: 

1. Determining the data train (training) and data test (test) where the training data used to train the 

performance of methods in machine learning. 

2. Carries out a random sample of size n with recovery in the data cluster where this stage is a bootstrap 

stage. 

https://issn.brin.go.id/terbit/detail/1466480524
https://issn.brin.go.id/terbit/detail/1464049910


 

JOIN | Volume 7 No. 2 | December 2020: 177-183  

 

 

 179 
 

3. Determine the Mtry or explanatory variables and Ntree or the best number of trees. There are three 

ways to get the value of m to observe the OOB error is. 

𝑚 =
1

2
|√𝑝|       (1) 

𝑚 = |√𝑝|       (2) 

𝑚 = 2 ×  |√𝑝|      (3) 

where: p = variables total. 

The proper use of m will result in a random forest with fairly small tree-to-tree correlations but each 

tree’s strength is large, as indicated by the acquisition of a small value OOB error [10]. 

4. Predict the classification of sample data based on the classification tree formed. 

5. Repeat steps 1 through step 4 to form a forest consisting of k trees. 

2.3. Accuracy size of classification 

 The measures of classification performance used a confusion matrix, which provides the decisions 

obtained in training and testing. Table 1 below shows the confusion matrix [15].   

Table 1. Heading and text fonts 
Observation Predicted Positive 

Class 
Predicted Negative 

Class 

Actual Positive Class TP (True Positive) FN (False Negative) 

Actual Negative Class FP (False Positive) TN (True Negative) 

As intended: 

TP (True Positive) : The number of positive observations with right predicted. 

TN (True Negative) : The number of precise negative observations predicted. 

FP (False Positive) : The number of wrong positive observations predicted as negative. 

FN (False Negative) : The number of wrong negative observations predicted as positive. 

A False Positive is known as a type 1 error, occurring when the case should be classified as a negative 

classified positive while false negative is known as a type 2 error occurs if the case that should be classified as 

positive is classified negatively [16]. 

Minority class accuracy could be the true positive rate or recall (sensitivity) matrix. G-mean and AUC 

are more comprehensive predictor evaluations in the context of imbalance. By using matrices such as true 

negative rate (specificity), true positive rate (sensitivity), APER, total accuracy rate (1APER), G-mean, 

precision, and F-measure to be able to evaluate machine learning performance at the time of imbalanced data, 

such as that shown in Table 1. The formula is as follows [17]–[19]: 

True Negative Rate (Acc-) or specificity   = 
TN

TN + FP
  (4) 

True Positive Rate (Acc+) or sensitivity / Recall  = 
TP

FN + TP
  (5) 

Precision or PPV      = 
TP

TP + FP
  (6) 

 APER       = 
FP + FN

N
  (7) 

1-APER       = 
TP + TN

N
  (8) 

G-mean     = √specificity × sensitivity (9) 

F-measure    = 
2 × Precision × Recall

(Precision + Recall)
  (10) 

False Positive Rate     = 
FP

FP + TN
  (11) 

Area Under the ROC Curve  = 
1 + Sensitivity − FPrate

2
  (12) 

Accuracy    = 
TP + TN

TP + TN + FP + FN
   (13) 
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AUC is a good way to get the performance value of the classifier in general and to compare it with 

other classifications. 

2.4. Sampling technique class imbalance 

 One of the most popular methods for the problem of class imbalance is the sampling technique. The 

imbalanced dataset can cause problems, such as an accuracy paradox where predictive models with certain 

accuracy levels may have greater predictability than models with higher levels of accuracy, where better 

classification accuracy measures are used, such as precision and recall [20]. One of the sampling techniques 

for overcoming the imbalance class in machine learning is oversampling, which involves the resampling of 

minority classes randomly to the number of samples of other classes or the majority class [21].  

2.5. Measure of importance variable 

 One of the measures of importance variable independent on random forest is Mean Decrease Gini 

(MDG). Suppose, contained p variable independent with h = 1, 2…p. Therefore, MDG measure of independent 

variables Xh in ways [22]: 

𝑀𝐷𝐺ℎ =
1

𝑘
∑ [𝑑(ℎ, 𝑡)𝐼(ℎ, 𝑡)]𝑡       (14) 

Where: 

d(h, t) : Decrease of Gini Index of Independent variables Xh 

I(h, t) : node of t 

k : number of trees on random forest 

 

3. RESULTS AND DISCUSSION 

3.1.  Classification of random forest 

The first step in the classification methods is to determine training data and testing data. Training data 

is needed on machine learning algorithms, whereas testing data used to train performance on the machine 

learning. The data of 232 customers were divided into 55 with good credit and 177 with bad credit. Researchers 

used training data of 70% and testing data of 30%. The distribution of training data and testing data are shown 

in Table 2. 

Table 2. Training Data and Testing Data 
Data Class Training Data Testing Data Total 

Good Credit 44 11 55 
Bad Credit 125 52 177 

Total 169 63 232 

 

The next step used experiments without resampling methods. To get an optimal parameter, we tried 

seven input parameters of Ntree (25, 50, 100, 250, 300, 500, dan 1000). After running the process with seven 

parameters, we obtained an optimal parameter in total of 250 trees, and OOB estimate of error is 25.44% when 

Mtry value of 3. The results of testing data shown in Table 3. 

Table 3. Measure of accuracy random forest 
Evaluation 

Measure 

Random Forest 

Specificity 100% 
Sensitivity 0% 

Precision 0% 

APER 17.46% 
1-APER 82.54% 

G-mean 0% 

AUC 50% 

 According to Table 3, the random forest obtained specificity or proportion measurement of true 

negative (bad credit of customers) was 100% accurate, whereas sensitivity or proportion measurement of true 

positive (good credit of customers) identified 0% correctly. 1-APER calculation on the random forest method 

is worth 82.54%, which means that 82.54% of the sampled data is classified appropriately. However, since the 

data used is an imbalanced dataset, then other classification accuracies should be noted as well. G-mean is 

https://issn.brin.go.id/terbit/detail/1466480524
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useful for determining the balance of prediction accuracy to measure an imbalanced problem, where the G-

mean obtained when using the random forest method is zero, which denotes a predictive disproportion [23]. 

G-mean is necessary because the classification method tends to be good at predicting classes with more but 

bad sample data in predicting classes with few sample data. AUC is a good way to get general classifier 

performance values, where AUC is a popular performance measure in class imbalances [24]. The following 

confusion matrix a method of random forest can be seen in Table 4. 

Table 4. Confusion matrix of random forest 
Data Prediction 

Good Credit Bad Credit 

Actual Good Credit  0 11 

Bad Credit 0 52 

The accuracy result showed that the random forest method is good for classifying the bad credit class, 

but not the good credit class. This indicates a biased result, called the accuracy paradox. In this case, then it is 

better to use precision classification sizes other than accuracies, such as precision and sensitivity. To overcome 

imbalance prediction data, researchers use a random forest with the oversampling technique 

3.2.  Improved random forest 

Experiments conducted by applying the random oversampling technique to the random forest. Where 

data training into the balance between class “good credit” and class “bad credit” to the number of instances in 

each class being 125 instances. The optimal parameter is obtained in 250 trees, and the OOB estimate of error 

is 14.8%. The test results are shown in Table 5. 

Table 5. Measure of accuracy between random forest and Oversampling Technique Method 
Evaluation Measure Random Forest Oversampling 

Specificity 100% 78.85% 

Sensitivity 0% 54.55% 

Precision 0% 35.29% 
APER 17.46% 25.39% 

1-APER 82.54% 74.60% 

G-mean 0% 65.58% 
AUC 50% 66.69% 

According to Table 5, the 1-APER value (total accuracy rate) in oversampling techniques are less 

accurate than the random forest method without the imbalanced data sampling technique. Although the 

accuracy value of the random forest method is highest, for the classification of the true positive class, there is 

no precision. The oversampling sensitivity value is higher than the random forest method. 

Of the oversampling techniques, the imbalanced data class provides better precision and sensitivity 

values than using the random forest method without the imbalanced data sampling technique. The precision 

value with the oversampling technique is higher than the random forest method, which is equal to 35.29%. 

Furthermore, the AUC value of the oversampling technique is higher than the random forest method, which is 

equal to 66.69%. The following confusion matrix a method of improved random forest, can be seen in Table 

6. 

Table 6. Confusion matrix of Improved random forest 
Data Prediction 

Good Credit Bad Credit 

Actual Good Credit  6 5 

Bad Credit 11 41 

Based on the AUC, researchers will use a method of improved random forest with an oversampling 

technique to see the importance of the independent variable. The next step determined the measure of 

importance from each independent variable. Following the result of MDG: 
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Figure 2. Measure of Importance 

 

It can be seen that, in Fig. 2, the independent variable has a measure of importance MDG In a sequence 

that is X1 (age), X7 (monthly installments), X5 (margin), X9 (price of insurance), X4 (principal of loan), X8 

(occupation), X6 (long installments), X2 (Type of customers), and X3 (Type of microfinance). It can conclude 

that variables X2 and X3 are not important for determining credit risk because the variables’ importance values 

are below the Mtry value with the smallest OOB error. 

On the financing Warung Mikro of Syariah Mandiri Bank branches Jambi, it can be seen that 

customers over 41 years old had a lower risk of bad credit because they had become established at work with 

steady incomes. On monthly instalments, the variable is known that customers with less than Rp 2.500.000 

tend to pay in steady in instalments every month. It is closely related to the principal of the loan, where less 

than Rp 50.000.000 credit risk was less than a higher loan value. For variables, the margin lowest of 16% and 

the highest equal to 36%. For the majority of customers who were classified as having good credit, that is less 

than 22.05% with a margin. Most customers have long instalments of 36 months, it is very dependent on 

monthly instalment where the longer instalments, then the smaller the payment, which minimize the risk of 

NPLs. The highest amount of NPLs were among customers with a job employee, and price of insurance less 

than Rp 100.000.000, indicating that a potentially large customer employees having stuck credit, and customers 

who have high-value collateral are more likely to repay their loans on time. 

 

3.2.  Comparison Test with other methods 

The researcher tested what method was suitable for the data by compare the methods used, namely 

random forest, random forest using oversampling, random forest using undersampling, and random forest using 

SMOTE. The test results are shown in Table 7. 

Table 7. Measure of accuracy between random forest, Oversampling, Undersampling, and SMOTE technique Method 
Evaluation Measure Random Forest Oversampling Undersampling SMOTE 

Specificity 100% 78.85% 63.46% 69.23% 
Sensitivity 0% 54.55% 45.45% 45.46% 

Precision 0% 35.29% 20.83% 23.81% 

APER 17.46% 25.39% 39.68% 34.92% 
1-APER 82.54% 74.60% 60.32% 65.08% 

G-mean 0% 65.58% 54.08% 56.09% 

AUC 50% 66.69% 54.46% 57.34% 

 

According to Table 7, oversampling technique gives the largest value of sensitivity, precision, and G-

mean, namely the value of respectively 54.55%, 35.39%, and 65.58%. In addition, the highest AUC value is 

obtained at random oversampling technique forest of 66.69%, this shows that the performance to compare 

popular classifications in class imbalance. 
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4. CONCLUSION  

This research uses the random forest method to classify potential customers using the oversampling 

method. Based on research, the improved random forest with oversampling is better than random forest, 

random forest using undersampling, and random forest using SMOTE. It can be seen from the confusion matrix 

and AUC score that is equal to 66.69%, describing the method’s performance. Moreover, credit risk can be 

done by taking certain factors into accounts, such as age, monthly installments, margin, price of insurance, loan 

principal, occupation, and long installments. 
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