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ABSTRACT

Microarray technology has provided benefits for cancer diagnosis and classification. However, classifying cancer using microarray data is confronted with difficulty since the dataset has high dimensions. One strategy for dealing with the dimensionality problem is to make a feature selection before modeling. Lasso is a common regularization method to reduce the number of features or predictors. However, Lasso remains too many features at the optimum regularization parameter. Therefore, feature selection can be continued to the second stage. We proposed Classification and Regression Tree (CART) for feature selection on the second stage which can also produce a classification model. We used a dataset which comparing gene expression in breast tumor tissues and other tumor tissues. This dataset has 10,936 predictor variables and 1,545 observations. The results of this study were the proposed method able to produce a few numbers of selected genes but gave high accuracy. The model also acquired in line with the Oncogenomics Theory by the obtained of GATA3 to split the root node of the decision tree model. GATA3 has become an important marker for breast tumors.
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1. INTRODUCTION

The emergence of microarrays technology has provided benefits for cancer research. A DNA microarray is a technology to help in studying gene expression. Scientists have used microarray data to identify healthy people and patients from various types of cancer. However, analysis of microarray data is a challenging task since it contains thousands even tens of thousands of feature genes with a small number of observations, which is commonly known as high-dimensional data. It is not efficient to involve all genes for classification because of the presence of redundant genes and the model will be complicated.

To deal with this issue, one strategy for classifying high-dimensional data is to select the variables in the preprocessing stage. The existing methods of variable selection can be broken up into filter, wrapper, and embedded [1]. The filter methods reduce the number of variables by rank each feature based on a univariate metric such as information gain or chi-square. These methods have computationally cheaper as compared to the wrapper and embedded methods. But filter methods not include interaction with the classification model to select the best variable subset. Wrapper methods work by evaluating all possible variable subsets using an algorithm. These methods can produce more beneficial variables than filter methods. Yet, wrapper methods are computationally more expensive as compared to filter methods, especially when performed on very high-dimensional data. Embedded methods interact with the classification model to produce the selected variable and have computationally efficient as compared to wrapper [2-3]. Therefore, embedded methods, such as regularization, are preferred over the filter and wrapper methods.

The most common regularization method is the Least Absolute Shrinkage and Selection Operator (Lasso) proposed by Tibshirani [4]. This method works by adding a penalty function, known as the L1 penalty, to the objective function of regression. The number of nonzero coefficients of Lasso depends on the
regularization parameter chosen. Various kinds of literature had proposed several approaches to determine the optimum regularization parameter, including cross-validation, information criteria [5-6], and algorithm [7], but the most commonly used is cross-validation. Lasso and other regularization methods tend to produce a large number of predictors at the optimum regularization parameter as in [8] and [9]. Therefore, feature selection can be continued to the second stage.

Classification and Regression Trees (CART), introduced by Breiman et al. [10], is a supervised learning algorithm that makes predictive models based on tree structures. This algorithm can be used to model any kind of data since it does not need any assumptions for the data. This method also has advantages, that is, can be used for variable selection, and the model acquired can be interpreted easily.

For gene selection and classification from high-dimensional microarray data, we proposed the two-stage gene selection, namely Lasso and CART hybrid method (Lasso+CART). At the first stage of gene selection, we used Lasso, and at the second stage, we used CART which also able to construct an easily interpretable classification model. The model compatibility was measured using AUC. In addition to evaluating the goodness of the model, we also interpret and validate it based on theory. The success of this method will be very useful in medical research, especially to discover new knowledge from a disease.

2. METHOD

2.1. Regularized logistic regression

The dataset was first split into training and testing sets. Then, the training data was normalized using z-score normalization and continued with the implementation of Lasso for gene selection. Because the response variable was binary, then the model used was binary logistic regression. Binary logistic regression is a method that can be used to determine the relationship between binary response variables and continuous or categorical predictor variables. Let \( \pi(x_i) \) represent the probability of class \( y=1 \) that represents the probability of success, a binary logistic regression model with \( p \) predictor variables are stated by (1) as follows.

\[
\pi(x_i) = \frac{\exp(x_i \beta)}{1 + \exp(x_i \beta)}
\]  

(1)

where: \( x_i \) is a vector of predictors at \( i \)th observation and \( \beta = (\beta_1, \beta_2, ..., \beta_p) \) is a vector containing the logistic regression coefficients. The vector \( \beta \) is obtained by maximizing the likelihood function stated by (2).

\[
L(\beta) = \prod_{i=1}^{n} \pi(x_i)^{y_i}(1 - \pi(x_i))^{1-y_i}
\]  

(2)

Maximizing the likelihood function is similar to minimizing the negative log-likelihood function (3).

\[
J(\beta) = - \left[ \sum_{i=1}^{n} y_i (x_i \beta) - \ln(1 + e^{x_i \beta}) \right]
\]  

(3)

Therefore,

\[
\hat{\beta} = \arg \min J(\beta)
\]  

(4)

The negative log-likelihood function is continuous, convex, and derivable. Therefore, numerical optimization methods, such as coordinate descent method can be used to obtain \( \hat{\beta} \) [11].

Regularization works by adding constrain (penalty) when minimizing the objective function. The penalty function of Lasso is stated by (5).

\[
p(\beta, \lambda) = \lambda \sum_{j=1}^{p} |\beta_j|,
\]  

(5)

where: \( \lambda > 0 \) is a regularization parameter that controls the number of nonzero coefficients. Coefficients of Lasso \( \hat{\beta}_{\text{Lasso}} \) are obtained by solving the optimization problem stated by (6).

\[
\hat{\beta} = \arg \min \left\{ J(\beta) + \lambda \sum_{j=1}^{p} |\beta_j| \right\}
\]  

(6)

The algorithm used to solve equation (6) was pathwise coordinate optimization [12-15], which contains three nested loops. In the outer loop, the regularization parameter is derived iteratively. In the middle loop, the quadratic approximation of negative log-likelihood is updated using the current parameters. In the inner loop, the coordinate descent algorithm is run to solve (6).

2.2. Choosing optimum regularization parameter

Since the number of nonzero coefficients depends on the regularization parameter chosen, then the optimum regularization parameter has to be determined. According to [16], the method commonly used to select optimum \( \lambda \) is the K-fold CV, and using 5 or 10-fold is recommended. K-fold CV splits data into subsets.
with relatively the same size. $K$-1 subsets are used as training data and 1 subset is used as testing data. This process will be carried out $K$ times so that each subset of data could become testing data.

The optimum $\lambda$ is determined based on the average binomial deviance. The model will get better if the value of the binomial deviance gets smaller [17]. The formula to get the binomial deviance is stated in the equation (7).

$$Dev = 2 \sum \frac{o_i \log \left( \frac{o_i}{e_i} \right)}$$

where $o_i$ denoted observed, $e_i$ denoted expected under the model of interest. The optimum $\lambda$ chosen is the $\lambda$ that gives the smallest average binomial deviation results from cross-validation. The $K$-fold CV used to obtain the optimum Lasso regularization parameters is described as follows [18]:

1. Divide data $\{1, 2, ..., n\}$ into $K$ subset (fold) $(F_1, F_2, ..., F_K)$ with relatively the same size.
2. For $k = 1, 2, ..., K$:
   a. use $(x_{ik}, y_i), i \notin F_k$ as training data and $(x_{ik}, y_i), i \in F_k$ as testing
   b. for each regularization parameter $\lambda \in \{\lambda_1, ..., \lambda_m\}$, which $m$ denotes the iteration index, calculate the total binomial deviance $Dev_k(\lambda)$ of the testing data.
3. For each regularization parameter $\lambda$, calculate the average binomial deviance over all folds using formula (8)

$$CV(\lambda) = \frac{1}{n} \sum_{k=1}^{K} Dev_k(\lambda)$$

4. The optimum regularization parameter is

$$\hat{\lambda} = \arg\min_{\lambda \in \{\lambda_1, ..., \lambda_m\}} CV(\lambda)$$

The standard deviation of $CV(\lambda)$ could also be estimated. First, average binomial deviance in each fold

$$CV_k(\lambda) = \frac{1}{n_k} Dev_k(\lambda)$$

where $n_k$ is the number of points in the $k$th fold and $Dev_k$ is binomial deviance of Lasso model. The standard deviation of $CV(\lambda)$ is stated by (11)

$$SD(\lambda) = \sqrt{\text{var}(CV_1(\lambda), ..., CV_K(\lambda))}$$

While the standard error of $CV(\lambda)$ is given by (12).

$$SE(\lambda) \leq \frac{SD(\hat{\lambda})}{\sqrt{K}}$$

2.3. Classification and Regression Tree (CART)

After $k$ genes were selected, classification modeling was done using the Classification and Regression Tree (CART) algorithm which is also able to make a selection. CART algorithm constructs a decision tree by splitting the node binary, beginning with split the root node which contains the whole training data. Let $D$ be the training set. Step 1, calculate the Gini index from $D$ using formula (13).

$$Gini(D) = 1 - \sum_{i=1}^{m} p_i^2$$

where $p_i$ is the probability of a tuple in $D$ belongs to class $C_i$. Step 2, determine the candidate of split-point. To obtain the candidate of split-point for continuous-valued variables, first the observation values of the $j$th predictor, i.e. $\{x_{ij} \ | \ i = 1, ..., n\}$, are sorted in increasing order and ordered observation values $\{x_{(ij)}\}$ are obtained. Then, the midpoint of two adjacent values is made as a candidate of split-point [19]. For example, the midpoint between the values $x_{(c-1)}$ and $x_{(c+1)}$ is $u_{jc} = \frac{x_{(c-1)} + x_{(c+1)}}{2}$. Step 3, for each possible split-point $u_{jc}$, calculate the Gini index of $D$ if $D$ is partitioned binary by $u_{jc}$ using formula (14).

$$Gini_{u_{jc}}(D) = \frac{|D_1|}{|D|} Gini(D_1) + \frac{|D_2|}{|D|} Gini(D_2)$$

Where $D_1$ and $D_2$ are the subsets of the training data after being split by $u_{jc}$. Step 4, calculate the goodness of split $\Delta Gini(u_{jc})$ using formula (15).

$$\Delta Gini(u_{jc}) = Gini(D) - Gini_{u_{jc}}(D)$$

Step 5, repeat step 2 to step 4 for $j = 1, ..., k$, then find the maximum $\Delta Gini(u_{jc})$. The candidate that has a maximum $\Delta Gini(u_{jc})$ is used as a split-point of the node. Finally, repeat step 1 to step 5 to split the child nodes until the maximum tree is obtained.

The splitting process that is carried out continuously will produce a complex tree and has many terminal nodes. Therefore, pruning the maximum tree is needed to get a simpler model and to avoid overfitting.
The parameter to measure the complexity of the tree is called the complexity parameter (CP). The smaller the CP, the more complex a tree. The CP value of the maximum tree is equal to zero.

To get the optimum tree, the 1-SE rule is used [10]. Let $\hat{T}_e$ be the subtree that has minimum cross-validation error. The model chosen is the model that has cross-validation error less than or equal to $CV(\hat{T}_e)$ plus one standard error ($SE(\hat{T}_e)$) as stated by (16).

$$CV(T_e) \leq CV(\hat{T}_e) + SE(\hat{T}_e)$$

(16)

Where:

$\hat{T}_e = \arg\min_{T_e \in [T_{e-1}, T_{e+1}]} CV_h(T_e)$,

$CV(T_e)$: minimum cross-validation error,

$SE(T_e)$: cross-validation standard error of $T_e$ and

$CV(T_e)$: cross-validation error of the tree selected.

2.4. Model Evaluation

The model compatibility was measured using the area under the ROC curve (AUC) and accuracy. ROC is a curve that measures classification performance with various thresholds. AUC value ranges between 0 and 1. The higher the AUC of a model, the better the model can predict. To create this curve, first, a scoring is made at each observation using probability which represents the degree to which an observation is a member of a class [20]. After obtaining the probabilities, various thresholds are then used. Threshold values range between 0 and 1. An observation that has a probability value of less than the threshold is given a value of 0 and if more than the threshold is given a value of 1. Then, the False Positive Rate (FPR) and True Positive Rate (TPR) are calculated. ROC curve is then created by plotting the FPR as the value of $x$ and the TPR as the value of $y$. After the ROC curve is obtained, then AUC is calculated using the formula for the area of a trapezoid.

Meanwhile, accuracy is calculated using formula (2.17).

$$accuracy = \frac{TP + TN}{TP + TN + FP + FN}$$

(17)

Where TP stands for true positive, TN stands for true negative, FP stands for false positive and FN stands for false negative.

The proposed framework is shown in Figure 1. We did all the processes using R version 3.6.1 with several packages, including glmnet for gene selection, rpart, and rpart.plot for constructing and plotting the CART model and ROCR for model evaluation.

![Figure 1. Flowchart of Two-stage Gene Selection using Lasso+CART](image-url)
3. RESULTS AND DISCUSSION

To demonstrate the performance of the proposed method, we used the OVA_Breast dataset from GEMLeR. This dataset compares the gene expression of breast tumor tissues and other tumor tissues. The OVA_Breast dataset has 1,545 observations, where the "Breast" class has 344 instances and the "Other" class has 1201 instances. The number of predictor variables in this dataset is 10,936 which is genes.

The dataset was divided into training and testing data with a ratio of 80:20 for training and testing data, respectively. So that the number of objects used for gene selection was 1236. For the training data, there were 274 instances in the Breast class and 962 instances in the Other class. While for the testing data, there were 70 instances in the Breast class and 239 instances in the Other class as described in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Breast</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train data</td>
<td>274</td>
<td>962</td>
</tr>
<tr>
<td>Testing data</td>
<td>70</td>
<td>239</td>
</tr>
</tbody>
</table>

3.1. Gene Selection

The number of selected genes obtained depends on the regularization parameter. If the regularization parameter decreases, the number of selected genes will increase. The initial regularization parameter is that which makes all regression coefficients equal to zero. Meanwhile, the regularization parameter which is equal to zero produces regression coefficients from the full model. Figure 1(a) presents the plot of the regularization parameter for each iteration. The regularization parameter decreases with a ratio (r) of 0.955. This ratio was obtained from \( r = M \frac{\lambda_0}{\lambda_M} \), where \( m = 1, 2, ..., M \) represented the iteration index (we used \( M = 100 \)) and the glmnet specified \( \lambda_M = 0.01 \times \lambda_0 \). Figure 1(b) shows the number of nonzero coefficients for each iteration. It is seen that the more iteration indexes, the number of nonzero coefficients increases. In other words, the number of selected genes also increases.

3.2. Choosing optimum regularization parameter

Since the number of nonzero coefficients depends on the chosen regularization parameter, the optimum regularization parameter must be determined. In this study, we used 10-fold CV and the result is presented in Figure 2.

In Figure 2, the left vertical line shows the smallest average binomial deviance which also indicates the optimum regularization parameter obtained. Meanwhile, the right vertical line shows the 1-SE [16]. The number above the picture represents the number of nonzero coefficients. Based on the result of cross-validation, it can be seen that the optimum regularization parameter produces a model with 106 nonzero coefficients with
average binomial deviance and a standard deviation of 0.2748 ± 0.0306. The regularization parameter which produced 106 nonzero coefficients was 0.009284. Meanwhile, the regularization parameter in 1-SE was 0.021447 which produced 58 genes and can be used as an alternative limit.

3.3. CART Modeling

The first step in CART modeling is determining the Gini index from the training data. Let the training data is denoted by \((D)\). Based on Table 1, the training data contains 274 observations in the "Breast" class and 962 observations in the "Other" class. The Gini Index for \(D\) is calculated using the formula (2.13) as follows.

\[
Gini(D) = 1 - \frac{274^2}{1236} - \frac{962^2}{1236} = 0.3451
\]

Because all predictor variables had continuous value, the candidate of split-point was obtained by sorting the value of each predictor variable from the smallest, then used the midpoint of two adjacent points as the candidate of split-point. Let \(A\) was a candidate of split-point, then \(Gini_A(D)\) was calculated using the formula (2.14). Furthermore, the goodness of split of all split-point candidates was calculated using the formula (2.15). The point that had the greatest goodness of split was used as the point to split the root node. This splitting process was carried out until it was no longer possible to be split. The maximum classification tree from OVA_Breast training data is presented in Figure 3.

Splitting the tree continuously would produce a complex tree as shown in Figure 3, which is called the maximum tree. It can be seen that the maximum tree has 12 terminal nodes. This model will be very good if used to re-model the training data. But when new data is used, this model will give low accuracy. This condition is called overfitting. To avoid overfitting, to simplify the tree and to interpret the model easily, pruning is needed. By pruning the maximum tree, an optimum subtree could be obtained. The result of cross-validation to get the optimum subtree is presented in Table 2.

![Figure 3. The Maximum Tree](image)

**Table 2. Complexity Parameter and the Result of Cross-validation**

<table>
<thead>
<tr>
<th>subtree</th>
<th>CP</th>
<th>nsplit</th>
<th>rel error</th>
<th>xerror</th>
<th>xstd</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.68613</td>
<td>0</td>
<td>1.00000</td>
<td>1.00000</td>
<td>0.05330</td>
</tr>
<tr>
<td>2</td>
<td>0.06204</td>
<td>1</td>
<td>0.31387</td>
<td>0.35401</td>
<td>0.03451</td>
</tr>
<tr>
<td>3</td>
<td>0.05839</td>
<td>2</td>
<td>0.25182</td>
<td>0.32847</td>
<td>0.03334</td>
</tr>
<tr>
<td>4</td>
<td>0.01825</td>
<td>3</td>
<td>0.19343</td>
<td>0.29927</td>
<td>0.03193</td>
</tr>
<tr>
<td>5</td>
<td>0.01095</td>
<td>4</td>
<td>0.17518</td>
<td>0.26277</td>
<td>0.03005</td>
</tr>
<tr>
<td>6</td>
<td>0.00456</td>
<td>7</td>
<td>0.14234</td>
<td><strong>0.25912</strong></td>
<td>0.02986</td>
</tr>
<tr>
<td>7</td>
<td>0.00000</td>
<td>11</td>
<td>0.12409</td>
<td>0.27372</td>
<td>0.03063</td>
</tr>
</tbody>
</table>

Notes:
- nsplit: number of splits
- CP: complexity parameter
- rel error: relative error
- xerror: cross-validation error
- xstd: cross-validation standard error
The selection of the optimum subtree was based on the 1-SE rule. Based on Table 2, the 6th subtree has the smallest \( CV(T_6) \) with a value of 0.25912. Using equation (2.16), the optimum subtree is determined as follows:

\[
CV(T_i) \leq CV(T_k) + SE(T_k)
\]

\[
CV(T_i) \leq 0.25912 + 0.02986
\]

\[
CV(T_i) \leq 0.28898
\]

Based on Table 2, the 5th, 6th, and 7th subtree have a \( CV(T_i) \leq 0.28898 \). Therefore, these three subtrees can be selected as the optimum subtree. Determining the optimum subtree can also be done by looking at the complexity parameter plot showed in Figure 4.

![Figure 4. The Plot of Complexity Parameter for Determining Optimum Subtrees](image)

The dashed horizontal line in Figure 4 shows the \( CV(T_i) \) with a value of 0.28898. The optimum subtree is a subtree that has a \( CV(T_i) \) below the dashed line, i.e. the 5th, 6th, and 7th subtree which produce 5, 8, and 12 terminal nodes respectively. To avoid overfitting, a subtree with 5 terminal nodes was chosen as the optimum tree which corresponding to \( CP = 0.01095 \).

Figure 5 presents the optimum subtree from the OVA_Breast dataset with the selected genes from Lasso as the predictor variables. In Figure 5, the genes are expressed in gene symbols, i.e. GATA3 (GATA binding protein 3), MECOM (MDS1 and EVI1 complex locus), EN1 (engrailed homeobox 1), and PSMD3 (proteasome 26S subunit, non-ATPase 3).

![Figure 5. The Optimum Subtree Based on the Results of Cross-validation](image)

In Figure 5, GATA3 split the root node indicates that the split-point of GATA3 maximizes the reduction in impurity (heterogeneity). Based on the model obtained, to determine whether a tumor tissue is a breast tumor or other tumor, first look at the expression of the GATA3 gene. If the expression of GATA3 is more than or equal to 3291, then the expression of MECOM is seen. Tumor tissues that have an expression of MECOM less than 1511 are predicted to be breast tumor tissues with a 93.6% probability. Whereas, if the MECOM expression is more than or equal to 1511, it will be predicted as other tumor tissues. When tissue has GATA3 expression more than 3291, EN1 gene expression is then seen. If the EN1 expression value is more than or equal to 1045, the tissue is predicted as breast tumor tissues. But if EN1 expression is less than 1045, PSMD3 expression is also seen. If the PSMD3 expression is more than or equal to 7360, the tissue will be
predicted as a breast tumor tissue. Meanwhile, if the PSMD3 expression is less than 7360, the tissue will be predicted as other tumor tissue with a 97.5% probability.

The expression of GATA3 in breast cancer had been studied in numerous research, including [21], [22]. A high level of GATA3 expression indicates a slow rate of cell proliferation and low grade in breast tumors. The expression decreases with increasing tumor grade [21]. Low expression of GATA3 predicts a poor survival outcome in breast tumor patients [22]. The model obtained in this study was GATA3 has high expression in breast tumor patients, which means that the tumor tissue samples are taken from early-stage breast tumor patients.

Research [23] conducted pairwise comparisons to compare MECOM expression in various tissues under healthy conditions and tumors. MECOM expression decreased significantly in several carcinomas including lung, prostate, and breast carcinoma compared with healthy tissue. The results of these studies support the results of CART modeling in this study, where breast tumor patients have low MECOM expression.

The results of the study [24] showed that EN1 had very high expression in TNBC but not in other breast cancer subtypes. Meanwhile, PSMD3 expression in breast tumors has not been widely studied by scientists. PSMD3 might not be an important biomarker of breast tumors since based on the model obtained, PSMD3 expression will only be seen if GATA3 is low in expression and EN1 is also low in expression.

3.4. Model Evaluation

After obtaining the model as shown in Figure 5, the model was evaluated. Evaluation of the model is conducted using training data and new (testing) data to find out whether overfitting occurs or not. The metric to measure the goodness of the model was the area under the ROC curve which is often called the Area Under Curve (AUC). To make ROC curves we used the probabilities at the terminal node as the scores [20]. From these probabilities, then (FPR, TPR) was plotted with various thresholds. Table 3 and Table 4 show cutoffs (optimum thresholds), FPR, and TPR of training data and testing data respectively. And the ROC curves are displayed in Figure 6.

<table>
<thead>
<tr>
<th>Table 3. Cutoff, FPR, and TPR of Training Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutoff</td>
</tr>
<tr>
<td>Inf</td>
</tr>
<tr>
<td>0.9746</td>
</tr>
<tr>
<td>0.8148</td>
</tr>
<tr>
<td><strong>0.1429</strong></td>
</tr>
<tr>
<td>0.1364</td>
</tr>
<tr>
<td>0.0638</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4. Cutoff, FPR, and TPR of Testing Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutoff</td>
</tr>
<tr>
<td>Inf</td>
</tr>
<tr>
<td>0.9746</td>
</tr>
<tr>
<td>0.8148</td>
</tr>
<tr>
<td><strong>0.1364</strong></td>
</tr>
<tr>
<td>0.0638</td>
</tr>
</tbody>
</table>

Figure 6. ROC Curve of the Model Evaluation on (a) Training Data and (b) Testing Data
Based on Figure 6, a good threshold value is around 0.1429 which has a True Positive Rate of around 98%, which means that 98% of breast tumor patients are correctly predicted and False Positive Rate of around 13%, which means that 13% of patients predicted to be breast tumors are another tumor patient. On the other hand, in the test data, when using a threshold of 0.1364, the True Positive Rate is around 98%, which means that 98% of breast tumor patients in the test data are correctly predicted. Meanwhile, the False Positive Rate is obtained around 10%, which means that 10% of patients predicted to be breast tumors are other tumor patients. However, the threshold is not a measure to know the goodness of the model. The measure to determine the goodness of the model is the AUC. AUC values for training data and test data are presented in Table 5.

Table 5. Result of Model Evaluation

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training data</td>
<td>0.946</td>
</tr>
<tr>
<td>Testing data</td>
<td>0.967</td>
</tr>
</tbody>
</table>

Referring to Table 5, it can be said that the Lasso+CART method gave good results because the AUC value was very high close to 1, although it includes only four genes to construct the model. The model obtained was said to not overfit because it was not only good on training data but also gave a high AUC on the testing data. To compare the result obtained in this study to that of a previous study conducted by Assawamakin et.al. [25] which also used the OVA_Breast dataset, we also calculated the model accuracy using formula (2.17). The comparison of model accuracy is presented in Table 6.

Table 6. Comparison of Model Accuracy

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of selected features (genes)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB-HNB [25]</td>
<td>15</td>
<td>0.94</td>
</tr>
<tr>
<td>SVM-RFE [25]</td>
<td>32</td>
<td>0.96</td>
</tr>
<tr>
<td>Lasso+CART</td>
<td>4</td>
<td>0.968</td>
</tr>
</tbody>
</table>

Based on Table 6, the accuracy of the model for testing data was 0.968. The accuracy from the model obtained by Lasso+CART is slightly greater than that of the model obtained in previous studies. But the number of selected genes is fewer than that of previous studies. Besides being able to produce a simple model with high accuracy, the two-stage gene selection method is also able to produce a model that is in line with the theory.

4. CONCLUSION

In this paper, a two-stage gene selection method has been proposed for dealing with the problem of classification in high-dimensional microarray data. In the OVA_Breast dataset, the two-stage gene selection could produce few numbers of selected genes but has high accuracy. The model acquired is also true according to theory. GATA3 which split root node is an important marker for breast cancer. GATA3 has high expression in breast tissue but low or even undetected in other tissues. High level of GATA3 expression related to early tumor grade. The expression of GATA3 decreases, as the tumor grade increases.

Many things can be done in further research. In this paper, Lasso is used as a regularization method for gene selection. However, Lasso produces a biased estimator. The use of the regularization method with other penalty functions such as elastic-net, adaptive Lasso, or relaxed Lasso can be applied instead of Lasso. This study is limited to the use of data with binary class. In future studies, multiclass data can be used. A simulation study can be carried out to further investigate how this proposed method performs on various data patterns.
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